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through B.34 USB Controller (usb) in Appendix B.
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2.7.4 Idle AXI, DDR Urgent/Arb, SRAM Interrupt Signals. Corrected Note 4 in Table 4-1
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Figure 32-1, added boot time penalty to Power on Reset section, changed “Secure Boot”
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Image and Bitstream Decryption and Authentication, 32.2.8 HMAC Signature,
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B.34 USB Controller (usb) in Appendix B.
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Zynq-7000 SoC Technical Reference Manual www.xilinx.com l Send Feedback l

UG585 (v1.12.2) July 1, 2018



http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=5

& XILINX.

Table of Contents

Chapter 1: Introduction

1L OVeIVIBW . . ittt ittt ite e s etnataasoasossasansansossossasansonsossassasanss 26
1.2.1 BlOCK DIagram . . v ettt et et et e e e e e e e e 27
1.1.2 DocUMENTAtioN RESOUICES . . . v ittt ettt et e et et et et ettt et 28
L L3 NOTICES . v ottt ettt ettt e e e e e e e 30

1.2 Processing System (PS) Features and Descriptions .............. .. iiiiiiiiiennenn.. 31
1.2.1 Application Processor Unit (APU) ... ...ttt e et e e 31
1.2.2 MemoOry INterfaces . ..ot e e e 32
1.2.3 1/O Peripherals . ... 34

1.3 Programmable Logic Features and Descriptions ...........cciitiiiiiineerneernnnenns 38

1.4 Interconnect Featuresand Description. .. .......cciiiiiiiieiiiiniinrnernennenananns 39
1.4.1 PSInterconnect Based on AXI High Performance Datapath Switches .......................... 39
14,2 PS-PLINtEI aCES .ottt e e e 40

1.5 System SO tWaAre. . ...t i ittt i e it it e et i e et e e e, 41

Chapter 2: Signals, Interfaces, and Pins

2.1 Introduction . ...uitiiiiii ittt ittt it it e e e 42
0 0 A o) o [ 3 P 42
7 A o 1T = O T 44
b T 1 ' -3 45
2.4 PS—-PL Voltage Level ShifterEnables .. ..........iiiiiiiiiiiiinieernernennnannnns 46
2.5 PS-PLMIO-EMIO SignalsandInterfaces .........cviiitiiniiineirneernoneeenenenanns 47
2.5.1 1/O Peripheral (IOP) Interface ROUtING ... ..ottt e ettt e et 47
2.5.2 10P Interface CoNNECHIONS . ..ttt ettt et et et e et e e e e e e 48
2.5.3 MIO Pin Assignment Considerations . . ...ttt e e e e e 50
2.5.4 MIO-at-a-Glance Table . . .ottt e e 52
2.5.5 MIO Signal ROULING . ..ot i ittt e e et e e e 53
2.5.6 Default Logic LeVels ... ... e e e 53
2.5.7 MIO Pin Electrical Parameters . ..o vttt et et ettt et e e e 54
2.6 PS—PLAXIINtErfaces. . ..o ittt i it iietiiettenetenatesassaaesaassannsananss 55
2.7 PS—PL Miscellaneous Signals .. ........c.ciitiiiiniininrneenreneaneansaneneannnns 55
2.7.1 Clocks @and ReSEtS . .o v vt ittt et e e e 56
2.7.2 INterrupt SigNals ..o e e e 57
2.7.3 EVeNnt Signals .. ..ot e e 57
2.7.4 \dle AXI, DDR Urgent/Arb, SRAM Interrupt Signals . ...ttt i 57
2.7.5 DMA Req/ACK Signals . . ..o 58
2.8 PLI O PINS . . ittt ittt ittt te et eneneeeensaeeneaseeensaeensaeeeeneaeensnnens 58

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 6
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=6

& XILINX.

Chapter 3: Application Processing Unit

3.1 INtroduction ... ittt i e i e e ettt 60
3.1.1 Basic FuNCtionality ... ... oo e 60
3.1.2 System-Level VieW . ..o e 62

3.2 CorteX-A9 PrOCeSSOrS . o oot vttt et tinetsseesnasensnsssnsssnnesnnesnnssnnssennsas 64
3.2, QUMM ettt ittt et e e e e e e e e e 64
3.2.2 Central Processing Unit (CPU) .. ...ttt e et e e e e e 64
3.2.3 Level 1 Caches . .o e e e e 67
3.2.4 Memory Ordering . ..ottt e e e e e 70
3.2.5 Memory Management Unit (MMU) . ... ... i e et 75
32,6 INEEI aCES . . o vttt e e e 88
32,7 NEON Lottt e e e e e e 89
3.2.8 Performance Monitoring Unit . ... ... i i e e e e 90

3.3 SNooP Control Unit (SCU ). .o iit ittt ittt ittt tte it ineenteneeasenseseneannans 90
3.3 UMM ittt ettt e e e e e e e e e 90
3.3.2 Address FIltering . . ..ottt e e e 91
3.3.3 SCU Master POt . .o e 91

R 0 - T ol o = P 92
B34 L SUMIMAIY ottt e e e e 92
3.4.2 Exclusive L2-L1 Cache Configuration . . ...ttt e e et 95
3.4.3 Cache Replacement Strategy . .. ..ottt e e e e e 96
3.4.4 Cache LoCKAOWN ... ot e e e e e 96
3.4.5 Enabling and Disabling the L2 Cache Controller. ... ...t i 98
3.4.6 RAM Access Latency CONtrol . .. ..oou ittt e e e et i 98
3.4.7 Store Buffer Operation . ... ...t e 98
3.4.8 Optimizations Between Cortex-A9 and L2 Controller ...... ... ottt 99
3.4.9 Pre-fetching Operation. .. ... .ot e e e e 101
3.4.10 Programming Model. . .. ... e 101

3.5 APUINtErfaces . ..vvviiiiiiiii ittt iiatatatetatatatansasatatatatatstanennans 103
3.5.1 PLCo-processing Interfaces . . ...t e e e 103
3.5.2 Interrupt Interface .. ... i e e 106

3.6 SUPPOrtfOr TrUStZONe . ...t i it ii ittt ittt netennesenesenesennsennsennsenness 107

3.7 Application Processing Unit (APU)Reset .........cviiiiiiiinnnrnrnrnenennannnnans 107
3.7.1 Reset FuNctionality . .. ..ottt e 107
3.7.2 APU State After Resel. . ..o it e e e 108

3.8 Power Considerations . ........cieiiiiiiinrererernesesnsnsasasssssssssansnsass 109
3.8, INErOdUCHION .ot e e 109
3.8.2 Standby MoOde . . ..o e e 109
3.8.3 Dynamic Clock Gatinginthe L2 Controller. ... ... . i e e 110

3.9 CPU Initialization SeqUeNnCe . . ... .ottt iiit it et tiaernaerennrennsenneenness 110

3.10 Implementation-Defined Configurations ........... ... ittt iiiiiinennnnn 111

Chapter 4: System Addresses

4.1 AdAress Map . ..o viiitiiteneenennteeeeseseenssnsosssssssssssassnsssssnssssnss 112
4.2 System BUuSIMasters . ... i iiiitiiiiiiit i iiettnnt ittt aneans 114
4.3 SLCR REGISEerS. ..o ittt iiiei it iiiineeeteennneeeseenonassseenoansseasnnnnssans 114
4.4 CPUPrivate Bus Registers . .......coiiiiiiiitiinntineeineernnerenasennesannsanns 115
4.5 SMCIMEMOIY . iiiii ittt iinetteonnnnestossssssssosssssssssssssssssssnnnnnssss 115

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 7
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=7

& XILINX.

4.6 PSI/OPeripherals. .. ...ooiiiiiiii ittt iit it tneteeareeeeeneeeenraeenennanens 116
4.7 Miscellaneous PS Registers .. ....iitiiiiiineiiiettiieeeeneeenneenaeeenesanananns 116

Chapter 5: Interconnect

5.1 Introduction ... .ottt it i i et ettt e e 118
5. L L FEatUIeS . o .ot e e e 118
5.1.2 BlOCK Diagram . .ottt e e e 119
5.1.3 Datapaths ... i 121
5.1.4 CloCK DOMAINS .« o vttt ettt et e e e e e e e e e e e e e e e e 122
5.0, 5 CONNECEIVITY ..ttt e e e e e 125
B LB AXI DD .ttt e e 125
5.1.7 Read/Write Request Capability . ... ...t i i e e 126
5.0.8 RegISTer OVeIVIEW . . ottt e et e e e e e 126

5.2 Quality of Service (Q0S) . . ..ot ittt ittt ittt ie s et ee e e et 127
5.2.1 BasiC Arbitration ... ..o e e 127
5.2.2 Advanced QOS . ...ttt e e e 127
5.2.3 DDR POrt Arbitration ... ..o e 128

5.3 AXIL_ HP INterfaces. .. ..o iii ittt iie ittt e eeneaneansassneancansansannnnns 128
5.3 L FEatUIES . . .ottt e e e 128
5.3.2 Block Diagram . ..ot e e 129
5.3.3 Functional Description . .. ... i e e 130
5.3 P OrMaANCE . oottt e e 130
5.3.5 ReEgISTEr OVEIVIEW . . oot et e et e e e e 131
5.3.6 Bandwidth Management Features . ...ttt e e et e et et e e 131
5.3.7 TransaCtion TYPES . . o ittt e e e e e e e e 135
5.3.8 Command Interleaving and Re-Ordering . ...........i it e e 135
5.3.9 Performance Optimization SUMMaAry . ... i i et ettt e e e 136

5.4 AXI ACP INterface. ... v ittt ittt it ittt eaeeenetenesennsenasennsennasannns 137

5.5 AXI GP INterfaces. . .o ii ittt ittt ittt i i it ettt 138
5. DL FEAtUIES . . ot e e e e e e e e e 138
5.5, 2 P OImMaNCE ..ottt e e e 138

5.6 PS-PLAXIInterface Signals. .. ...ttt iiinrneenennranenennens 138
5.6, AXISIgNAlS . ot e e e 138
5.6.2 AXI CIOCKS @and RESEtS . . o ot ottt ettt e e e e e 142

L3 A e oY o« - Yol TR 143

5.8 EXCIUSIVE AXI ACCESSES « ottt tt it tentnnteseseensensansssessansssnssnsossnsnnsas 144
B 8.0 CPU L ottt e 144
5. 8.2 AP . . e e e e e e 145
5.8.3 DDRC .o e e e e e e e 145
5.8.4 System SUMMAIY . ...t e e 147

Chapter 6: Boot and Configuration

6.1 Introduction ... ...ttt it i i ittt e et e ettt e 148
6.1.1 PSHardware Boot Stages . . ..ottt ettt e 152
6.1.2 PS SOftware BoOt Stages . ...ttt e 152
6.1.3 BoOt Device CoNteNt. . ..ottt e e e e e 153
6.1.4 BOOt MOUES . ..ottt ettt e e 153
6.1.5 BOOtROM EXECULION . ..ot e it e e e e e e e e 154
6.1.6 FSBL/ User Code EXECULION . . . oottt et et et e e e e e e e e e e e e e 155

Zynq-7000 SoC Technical Reference Manual www.xilinx.com I Send Feedback I 8

UG585 (v1.12.2) July 1, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=8

& XILINX.

B.0.7 PL BOOt PrOCESS . o vttt et e e e e e e e e 156
6.1.8 PLConfiguration Paths . ... ... .. e e 156
6.1.9 Device Configuration Interface ...........oi it i e et 158
6.1.10 Starting Code on CPU L ... .. it i et et e et e et e e e e e 160
6.1.11 Development Environment . .. ... .. i e 160
6.2 Device Start-Up . ...ttt ittt ittt it it e ettt 161
6.2.0 INTrodUCHION ... it e e e 161
6.2.2 POWer ReqUIrEMENES . .ottt et e e e e e e e 161
6.2.3 CloCKS @Nd PLLS . .o\ttt ittt e e e e e 162
6.2.4 ReSet OPeratioNns ...ttt e e e e e 162
6.2.5 BOOt Mode Pin Settings . ..o v ittt e e e e e 165
6.2.6 1/O Pin Connections fOr BOOt DeVICES . . vt v v ettt ettt e e ettt e e et 166
6.3 BOOtROM Code .. ..ottt ittt ittt iietiinetenasenaesanesonssesnsennsanassaness 167
6.3.1 BootROM Flowchart . . ... . e e e e e e 167
6.3.2 BOOtROM Header . ..o e et e e e 171
6.3.3 BOOtROM Performance .. ... ..ot i e e et et et e e e e 176
6.3.4 QUAd-SPI BOOt . ..ottt e e 180
6.3.5 NAND BOOT ..ot e e e e e e e 183
6.3.6 NOR BOOt . ..ttt it e e e e e e e e e e 187
6.3.7 SD Card BOOt . . ..ottt e e e e 188
6.3.8 JTAG BOOT .ottt t ittt ettt e e e e e 190
6.3.9 Reset, Boot, and Lockdown States . ... ..o e e 193
6.3.10 BootROM Header Search . ... ... i e e e e e e e e e e e 195
6.3.11 MURIBOOt ...ttt e e e 197
6.3.12 BOOtROM Error CoUesS ..o ittt it ettt et e et e e e e 198
6.3.13 PoSst BOOtROM State. . ..ot e e e e e 202
6.3.14 Registers Modified by the BOotROM —Examples ...t i iieaann 204
6.4 Device Bootand PLConfiguration. ...........c.ciiiiiiiiiiitnnnennennrnnenennnns 206
6.4.1 PLControlvia PS Software . ... ... i e 207
6.4.2 Boot Sequence EXamples . .. ...t e e e 208
6.4.3 PCAP Bridge tO PL . oottt ettt e e e e 212
6.4.4 PCAP Datapath Configurations . ...ttt i et et 214
6.4.5 PLCONTrol Via USer-JTAG . ...\ttt e et et et et e e et e e e 218
6.5 Reference Section. ... ....ciiitiiiiiiii it iiiettinereneeeaneenasenasennenannss 220
6.5.1 PL Configuration Considerations .. .........uutti ittt et e ettt et 220
6.5.2 Boot Time Reference . ... ..o e e e e e 221
6.5.3 RegiSter OVerVIEW . . oot e e e e e e e 223
6.5.4 PS Version and Device ReViSiON . .. ...ttt e e e e e e e e 224

Chapter 7: Interrupts

7.0 ENVIrONMENt . ..ottt ittt ittt ittt te et tesat sttt e 225
7.1.1 Private, Shared and Software Interrupts ...........o i i e e 226
7.1.2 Generic Interrupt Controller (GIC). . ... ..ottt e e e e e 226
7.1.3 ReSets and ClOCKS . . ..ottt e e e e e 226
7.0.4 BlOCK DIiagram . .ottt e e 226
7.1.5 CPU Interrupt Signal Pass-through . ...... ... . . . i i 227

7.2 Functional Description . . ...ttt it iiiettenetnneseansennsanassnness 228
7.2.1 Software Generated INterrupts (SGI) .. ..ottt e 228
7.2.2 CPU Private Peripheral Interrupts (PP1) ... ...t e e 229
7.2.3 Shared Peripheral Interrupts (SPI). . . ..ottt e 229
7.2.4 Interrupt Sensitivity, Targetingand Handling. .. ... ... ... i 231

Zynq-7000 SoC Technical Reference Manual www.xilinx.com I Send Feedback I 9

UG585 (v1.12.2) July 1, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=9

& XILINX.

7.2.5 Wait for Interrupt Event Signal (WFI) ... i e e e e 233
7.3 RegiSter OVeIVIEW. . ..ot i ittt et ittt it ia e naeennetanasonnsonnssnnssnnssannss 233
7.3.1 Write Protection LOCK. . ..o vttt e e e e e e e 234
7.4 Programming Model. . ...ttt it iiiettiae ettty 235
7.4.1 Interrupt Prioritization . ... ..o e e e 235
7.4.2 Interrupt Handling . ... o i e e e e 235
7.4.3 ARM Programming TOPICS .. oottt ittt it et e et et e et e e e e e 235
7.4.4 Legacy Interrupts and Security EXtENSIONS . . . ...t e 236

Chapter 8: Timers

8. Introduction ... ...ttt it it i et it i ettt et a e 237
8.1, SYStemM Diagram ...t e e e e 238
8.1 2 NOTICES . . oottt e e e 238

8.2 CPU Private Timersand Watchdog Timers . . .......ciiitiiiiiiiiiineirnnernnennnns 239
8.2.1 ClOCKING . .ottt e e e e 239
8.2.2 Interrupt to PS Interrupt Controller .. ... ... .. i e 239
8.2.3 RESEES. o ittt e 239
8.2. 4 REGISTEr OV VI BW . ittt ettt ettt et et et et e e e e e e 239

8.3 Global TIMer (GT) ..ot vttt ittt ittt ittt ittt ensanansnsasasosnsesasanansasans 240
8.3.1 ClOCKING . .ottt e e e e e 240
8.3.2 ReGISTEr VeIV W . . . ittt et e e e et e e e e 240

8.4 System Watchdog Timer (SWDT ). . ... ittt ittt tieteeeeenennenanannnennannns 241
B4 L FEaUIeS . . ettt e e 241
8.4.2 BloCk Diagram . ...t e e e 242
8.4.3 Functional DesCription ... ... it e e e 242
8. 4.4 REGISTEr OV VIEW . ottt ittt e e et et et e e et e e e e 243
8.4.5 Programming Model. . ... i e 244
8.4.6 Clock Input Option for SW DT . .. ..ot e e e e et e e e e e e e 244
8.4.7 Reset Output Option for SW DT . ..ot e e e e e e 244

8.5 Triple TimerCounters (TTC) ... ..ouitiitnitn it iie e renenenaennsansansnnnnnnnns 245
8. 5.0 FeatUIeS . . ottt e 245
8.5.2 BlOCK Diagram . ..ottt e 245
8.5.3 Functional Description . ... .ot e 246
8.5, 4 REGISTEr OV VI BW . . ittt ettt et e e e e e e e e e 247
8.5.5 Programming Model. . .. ... i e 248
8.5.6 Clock Input Option for Counter/Timer ... ..ot e ettt et 249

8.6 1/0SIgNalS . ...ttt it i i e et i e et et ra e e e e 250

Chapter 9: DMA Controller

9.1 Introduction . ... ..ttt i i i i it i e et et e e e 251
0.0 FRatUNES . o ottt e e e e e e 252
9.1.2 System VieWPOINt . ..o e e e e 253
9.1.3 BloCK Diagram . ..ottt e 254
0.0 NOTICES . . ettt et e e e e e e e e e 256

9.2 Functional Description . ......cciiitiiiiiiiiiiietiietrnereenarenassanssanssanns 257
9.2.1 DMA Transfers onthe AXI INnterconNNeCt . .. ...t it ittt e e et et et 258
9.2.2 AXITransaction Considerations . .. ...ttt i e ettt et 260
9.2.3 DMA Manager .« e ittt t et ettt e e e 260
9.2.4 Multi-channel Data FIFO (MFIFO) ... ...ttt e ettt et et ettt e i 262

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 10
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=10

& XILINX.

9.2.5 Memory-to-Memory Transfers . ... ... e e e 262
9.2.6 PL Peripheral AXI Transactions . ... .. ...ttt ittt it et et et ettt et et i 263
9.2.7 PLPeripheral Request INterface . .........ouuiiiiii i e et et 263
9.2.8 PL Peripheral - Length Managed by PL Peripheral . ....... ... .. . ... 266
9.2.9 PL Peripheral - Length Managed by DMAC. . ... ... . i i e e 267
9.2.10 Events and INterrupts . ... oottt e e e 268
9.2, 0L A OIS vttt e e e e e e 269
0.2.02 SBCUNIEY ottt ittt e e e e e e e e 271
9.2.13 IP Configuration OptioNns .. ... ittt e e e e 273
9.3 Programming Guide for DMA Controller ..........cciiiiiiiiiiiiiiinrnnnnennennns 274
0.3, S ar U ettt e e e e e e 274
9.3.2 Execute @ DMA Trans er. ...ttt e e e 274
9.3.3 Interrupt Service ROULINE . . ... oo e e e e e 274
0.3.4 ReGISTEr VeIV W . . o ittt e ettt et e et et e e e 275
9.4 Programming Guide for DMAENGINE .. ......ciiiiitiitirnennennennenannnnnannns 276
9.4.1 Write Microcode to Program CCRx for AXI Transactions ............ ... iiiiiiiiiinanan.. 277
9.4.2 Memory-to-Memory Transfers ... ... e 277
9.4.3 PL Peripheral DMA Transfer Length Management ......... ... ... .. i iiiniannn.. 281
9.4.4 Restart Channel using an Event . ... ... .. i e et et e et e e 283
9.4.5 INterrUPTiNg @ PrOCESSO . o ottt ittt et et e e e e e 284
9.4.6 Instruction Set ReferencCe. ... ..ot e 284
9.5 Programming Restrictions .........ciiiiiiiiiiintiieeinerenensenassnnssanasanns 285
9.5.1 Updating Channel Control Registers Duringa DMACycle......... ... i, 286
9.6 System Functions ...... ... . i i i it it i 288
9.6.0 ClOCKS .« vt ettt et e e e e 288
0.6.2 RESEES. . ottt e 288
9.6.3 Reset Configuration of Controller . ... ... .. i e e et 288
o A I 0 I 1 =Y 5 - Vo 289
9.7.1 AXI Master Interface. . .. ..o e 289
9.7.2 Peripheral Request Interface . ... i e e 289

Chapter 10: DDR Memory Controller

10.1 Introduction . ... iit ittt i i i i i e e et 291
10,00 FAtUIES . o ettt ettt e e e e e e 292
10.1.2 BloCK DIiagram . . ..ottt ettt e e e e e e e e e 293
10,03 NOTICES . vttt ettt e e e e e e e e e e e 294
10.1.4 INterCONNECt . . .ottt e e 294
10.1.5 DDR Memory Types, Densities, and Data Widths . ......... ... .. . i, 295
10.1.6 1/0 SINAIS « o vttt ettt 295

10.2 AXI Memory PortiInterface (DDRI) . ....ciiii ittt ettt eeeeenennrnnnnenns 297
10.2.1 IntrodUCtion . ..ot e 297
10.2.2 Block Diagram . ...ttt e e 298
10.2.3 AXl Feature Support and Limitations ............ . i i e e e 298
10.2.4 TrUSTZONE . ..ottt ettt e e e e e e e 299

10.3 DDR Core and Transaction Scheduler (DDRC). .. ....c.ciiiiinintntnrnrnnnnrasannnns 299
10.3.1 Row/Bank/Column Address Mapping. ... ...vuu ettt it ittt ettt et 300

10.4 DDRC Arbitration .......ccitiiiiiiii ittt ittt iintenrestarensansansossnsans 300
10.4.1 Priority, Aging Counter and Urgent Signals . ......... .. oot 301
10.4.2 Page-MatCh . .o e 301
10.4.3 AgING COUNTET . . oottt e e e e e e e e e e 302

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 11
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=11

& XILINX.

10.4.4 Stage 1 — AXI Port Arbitration . ... ... i e 302
10.4.5 Stage 2 — Read Versus WIite . .. ..ottt e e et et et et e e e 304
10.4.6 High Priority Read POrtS . .. ..ottt e et et ettt et e e 304
10.4.7 Stage 3 —Transaction State ... .. v ittt e e e 305
10.4.8 Read Priority Management . ... ..ot i e e e 307
10.4.9 Write COmMING . o\ v ittt e et e e e e e e 307
10.4.10 Credit Mechanism . ...t e e e e e e e 308
10.5 Controller PHY (DDRP) ..ot iiiiti e ie ittt tneneenansasasasasesasasensasasannnns 308
10.6 Functional ProgrammingModel ........ ... ittt iieetnnnsennnans 309
10.6.1 Clock Operating FreqUeNCIes . . ..ottt e e e e e et e e et et e 309
10.6.2 DDRIOB Impedance Calibration ........ ... i e e e e e 310
10.6.3 DDRIOB Configuration . .. ... oottt et e e e e e e 311
10.6.4 DDR Controller Register Programming . ...... ... it i i e et et e e 313
10.6.5 DRAM Reset and Initialization . . ... ... i e e 313
10.6.6 DDR Initialization SeqUENCE . . ...ttt e e 313
10.6.7 DRAM Input Impedance (ODT) Calibration . ........ ... ... it 315
10.6.8 DRAM Output Impedance (Rgy) Calibration ........ ... .o i 315
10.6.9 DRAM Training ..o vttt ittt et e et e e e e e e e 316
10.6.10 Write Data Eye Adjustment . . ... ... it i e e 318
10.6.11 Alternatives to Automatic DRAM Training . . .....ot ittt ettt e e e 318
10.6.12 DRAM Write Latency Restriction. ... ... i e e e e et e 321
10.7 Register OVervieW. . ... v iii ittt iiitiineteentonnsonasssnssosssosnssansonnssns 321
10.7.0 DRIttt ettt e e e e 321
10.7.2 DDRC .ttt et e e 322
10.7.3 DR .ttt e 324
10.8 Error Correction Code (ECC) . . ..o viiii i ittt iiiietasasasnsesasensnsasasnnnnns 325
10.8.1 ECCINItialization . ..o vttt e e e e 325
10.8.2 ECC Error BENaVior . ..ottt e e e e e e 325
10.8.3 Data Mask DUFNNG ECC MOdE. . .. ..ottt e e ettt et et ettt 326
10.8.4 ECCProgramming Model . ... . it e e et et et et e 326
10.9 Operational ProgrammingModel .......... ... ittt iietiianrennnans 327
10.9.1 Operating MoOdes . . ..ot e e e e e e 327
10.9.2 Changing Clock FreqUENCIES . .. ..ottt e e e e et et e ettt e e 327
10.9.3 POWEI DOWN . .o e e e 328
10.9.4 Deep POWEr DOWN . ..o e e 328
10.9.5 Self Refresh ... e e 329
10.9.6 DDR Power RedUCHION . ...ttt ettt e e et e ettt et e e 329

Chapter 11: Static Memory Controller

111 Introduction ... ... i ittt ittt et et it et et et a e et e 331
10,0 FeatUMeS . . ot e e e e e e 332
11.1.2 BloCK DIagram . . ..ottt it ettt e e e e e e e e e e e 333
0 0 T N o 3 334

11.2 Functional Operation . ...ttt ittt ientnernesneensansansasnnnans 334
11.2.1 BOOE DOVICE . . .ttt ettt e e e e e e e e e e 334
10.2.2 ClOCKS . v vttt ettt et e e e e e e e e 334
11.2.3 RESOES ittt et e e e 335
0 S O G 0 oo To ) o P 335
102, N O TUPES ottt e e e e 335
11.2.6 PL353 FUNCHIONAlitY .. ..ottt e e e e e e 336
11,27 AdAress Map ..ottt e e e e e e e e e 336

Zynq-7000 SoC Technical Reference Manual www.xilinx.com I Send Feedback I 12

UG585 (v1.12.2) July 1, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=12

& XILINX.

T 0 T - {1 - L3 337
11.4 Wiring Diagrams . . .. ..ot iiiieietitinneneeeeeenanessesnsnaassseannnnssseanes 338
11.5 Register OVervieW. . ... i ittt ittt iieeiieetennrenasesnssanesenssonnsannnans 339
11.6 Programming Model. . ........ ittt ittt it teeerraeenraaranranaaeans 340
11.7 NORFlashBandwidth. . ....... ..o ittt i i ittt e e anannans 340

Chapter 12: Quad-SPI Flash Controller

0 T 1 T [T T o 341
12,00 FAtUMES . o ettt et e e e e e e 341
12.1.2 System VieWPOINt . ..ot e e e e 342
12.1.3 Block Diagram . . ..ottt e 343
0 N\ o o= 343

12.2 Functional Description . .......ii ittt ittt it it i e tiaetnnetanesaansannnans 344
12.2.1 Operational Modes. . . . ..ottt e e e 344
12.2.2 1/O MO . .ottt e 344
12.2.3 1/0 Mode Transmit Registers (TXD) .. ...ttt et e et 346
12.2.4 1/OMode CONSIderations . . .. oottt et et et e e e e e e e e 347
12.2.5 Linear Addressing MOde . ... ...ttt e e e e 347
12.2.6 UNSUPPOrted DeVICES . . o v vttt ettt et e e e e e e e e e e e 350
12.2.7 Supported Memory Read and Write Commands. . ...ttt 350

12.3 Programming GUIe . ... ..ottt ittt iie ittt teetenranraesnsensansansanannnns 351
12.3.0 Configuration . ... . e e e 351
12.3.2 Linear Addressing Mode . ... ..ot e e e 352
12.3.3 Configure 1/O MOde . . ..ot 352
12.3.4 1/O MOde INt@ITUPES . . ot ettt ettt e e e e e e e e e 353
12.3.5 Rx/Tx FIFO Response to I/0 Command SEQUENCES . .. .. vtte ettt ie e ie et ei i 354
12.3.6 ReIStEr OVeIVIBW . . .ttt e et et et e e e e e 356

12,4 System FUNCEIONS . ... ... ittt iiiiiiettiiiinnneereennnnseseennnassseannns 357
L2.4.0 ClOCKS . v v et e e e ettt e e e e e e e e e e e e 357
B ] < 358

2T L o T 11 = =Tl -J O 359
12.5.1 Wiring CONNECTIONS . . o\ttt ittt ettt e et ettt e e ettt ettt et 359
12.5.2 MIO Programming . ...ttt ettt e e e e e e e e e et e e e 363
12.5.3 MIO SigNals . .o ve et e e 365

Chapter 13: SD/SDIO Controller

13,1 Introduction ... ... ittt it it it it et ettt e 366
13.1.1 Key Features . ..o e 367
13.1.2 System VieWPOiNt . . oot 368

13.2 Functional Description . .......coiiiuiiiiii it it ittt iii i iit i 368
13.2.1 AHB Interface and Interrupt Controller ... ... ... . i e e 368
13.2.2 SD/SDIO HOSt CoNtroller .. ..ottt e e e e e e e e e 368
13.2.3 Data FIFO . oottt et e e e e e e 369
13.2.4 Command and Control LOgIiC . . ... .ottt e e e e e 369
13,25 BUS M0N0 .ot e e e e e 369
13.2.6 Stream Write and Read . ... ... i e e 370
13.2.7 CloCKS . . ottt e e e 370
13.2.8 SOt RESETS . . ottt e e e e 370
13.2.9 FIFO Overrun and Underrun Conditions . . ... ... i i e et e e 371

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 13
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=13

& XILINX.

13.3 Programming Model. . ...ttt ittt ittt et et a e e 372
13.3.1 Data Transfer Protocol OVerview . ...... ...t e e e e et et e e 372
13.3.2 Data Transfers Without DIMA ... ... e e et et e e e et 373
13.3.3 USiNg DM A o e e e e e 375
13.3.4 UsiNg ADM A o e e e e e 378
13.3.5 AbOrt Transaction . .. ..o e e 379
13.3.6 External Interface Usage EXxample. ... ... i e e e e e e e e 381
13.3.7 Supported Configurations . ....... ... i e e 381
13.3.8 Bus Voltage Translation . ... ... i e e e e 382

13.4 SDIO Controller Media Interface Signals. . ...ttt iineinnnrennnnns 382
13.4.1 SDIO EMIO Considerations. . ..o utit ettt et et e et ettt et ettt 385

Chapter 14: General Purpose 1/0 (GPIO)

14.1 INtroducCtion .. .. iiititi ittt ittt ittt e et 386
Ot =T 1 U = 386
14.1.2 Block Diagram . ... ottt e e 387
14,03 NOTICES . . ottt e e e e e e 388

14.2 Functional Description . ... ..ottt it ittt tiaetanetaaesannsannnans 388
14.2.1 GPIO Control of DeVICE Pins. . ... v it e e e et e e e e e 388
14.2.2 EMIO SigNals . oot it ittt e e e e e e e e e 390
14.2.3 BankO0, Bits[8:7] @are OULPULS . . ..ottt ettt e e e e e 390
14.2.4 Interrupt FUNCHION ... . o e e e e e e e e 391

14.3 Programming GUIde . ... ..ottt iiiii ittt it teetnnranraesneensansansanannnns 392
14.3.1 Start-UpP SEQUENCE ..ttt ittt ettt e e e e e e 392
14.3.2 GPIO Pin Configurations . . ... ..ot e e e e e e 392
14.3.3 Writing Data to GPIO QUtpUL Pins. ... i e e e et e e e e 393
14.3.4 Reading Data from GPIO INpUt Pins . ... .. i i et e et et e e 393
14.3.5 GPIO as Wake-Up EVeNt . . ... o i e e e e 394
14.3.6 ReGIStEr OVeIVIEW . .\ttt it et et e e e e e e e e 394

14.4 System FUNCEIONS . ... ...ttt ittt itiennnneeseennnaneseennsnassseannns 394
L4 0 ClOCKS . v v ettt et et e e e e e e e e e e 395
B ] < 395
L4, 4. 3 N e TUPES ottt e e 395

T BT 0 T 11 =Y o =Tl -1 395
14.5.1 MIO Programming . ... vuit ettt et e e e et e e e et et ettt e 395

Chapter 15: USB Host, Device, and OTG Controller

15.1 INtroduction .. ..ottt i i i et e et 396
15, L. L FAtUIES . o o ittt et e e e e e e e 397
15.1.2 Operating MOdes . . ..ottt ettt e e e e e 398
15.1.3 Hardware System VIeWPOINt . . ... oottt ettt et et e e e e 398
15.1.4 Controller Block Diagram . ... ..ottt e e e e e e e e e 400
15.1.5 Configuration, Control and Status. . ........ott ittt e e e e 402
15.1.6 Data StrUCTUIES . . o ottt e et e e e e 402
15.1.7 Implementation SUMMary . .. ...ttt e e e e e e 404
15.01.8 DOCUMENEAtION . . ottt e e e 404
15,00 NOTICES . . vttt e e e e e e e e 406
15.1.10 Chapter OVEIVIEW . . . ottt ittt et e e e e e e e e e e e e e e e et 406

15.2 Functional Description ..........ci ittt et e iieieereeenranennsannnnans 407
15.2.1 Controller FIow Diagram . ... ...t e et et e et et e e e 407

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 14
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=14

& XILINX.

15.2.2 DM A BN N . o ettt ettt e e e e e e e e e 407
15.2.3 ProtoCol ENgine . ..ot e 408
15.2.4 Port Controller . ..ottt e e e 409
15.2.5 ULPILINK Wrapper . oottt et e e e e e e et et e et e et e e e e e e 409
15.2.6 General PUrPOSE TiMErS . ..ottt ettt ettt e et ettt ettt et e et et et e et 410
15.3 Programming Overview and Reference ...........cciiiiiiiiiiiiininnrnnrnnennnns 410
15.3.1 Hardware/Software SYstem . . ...ttt et e e e 411
15.3.2 Operational Mode Control. .. ...ttt e e e e e et e e e 411
15.3.3 PoWer Management . . ..ottt et e e e e 412
15.3.4 RegISter OVeIVIEW . . .ttt ittt e e et e e e e e 412
15.3.5 Interrupt and Status Bits OVerVIEW . .. ..ottt et ettt et e 414
15.3.6 OTG Status/Interrupt and Control Register .. ...ttt ettt 415
15.4 DeviceMode Control ........iiiiiiiiiii ittt iineienerenaseenesansssnnsannnans 415
15.4.1 Controller State. . ..ot e e 416
15.4.2 USB BUS RESEt RESPONSE ..ot ittt e e e et e e e e et e e e 417
15.5 Device Endpoint Data Structures. . ......ciiiii ittt ieneeennerenerenneennsennnens 418
15.5.1 Link-list ENdpoint DeSCIiptOrS . ..o ittt ettt et e e ettt e et et e 418
15.5.2 Manage ENdpoints ... ..ottt e e e e 420
15.5.3 ENdpoint RegiSters ..o v ittt e e e e 421
15.5.4 Endpoint Initialization . ........ .. i e 422
15.6 Device Endpoint Packet OperationalModel. ......... ...ttt 424
15.6.1 Prime Transmit ENdpoints .. ... ..ottt i e e e 424
15.6.2 Prime Receive ENdPOints . . ..ottt e e e e e e 425
15.6.3 Interrupt and Bulk Endpoint Operational Model .. ......... ... .. i, 425
15.6.4 Isochronous Endpoint Operational Model . ........ ... . i i 428
15.6.5 Control Endpoint Operational Model . ........ ... i e e 430
15.7 Device Endpoint Descriptor Reference . ..........cciiiiiiiiiinninrnnrnernennnnns 432
15.7.1 Endpoint Queue Head Descriptor (dQH) . ...t e e 433
15.7.2 Endpoint Transfer Descriptor (dTD) .. ..ottt e et et ettt e 434
15.7.3 Endpoint Transfer Overlay Area . ...... ...ttt e et e et e et et e 435
15.8 Programming Guide for Device Controller ..............i ittt rnnnnnnns 437
15.8.1 SoOftware MoOdel . ...t e e 438
15.8.2 USB RESEE vt v ittt ettt ettt e e e e e e e e 438
15.8.3 Register Controlled Reset . ... ...t i e e e e 438
15.9 Programming Guide for Device Endpoint DataStructures .............ccvviivennnnn 438
15.9.1 Device Controller Initialization OVerview .. .....c.oo ittt i i e 438
15.9.2 Manage Transfer DesCriptors ... ..ottt it it et ettt et e e 439
15.9.3 Manage Transfers with Transfer Descriptors . . ...t i e et eee e 441
15.9.4 Service Device Mode INterrupts .. ..ottt e e e e e e e e 443
15.10 Host Mode Data Structures . . .....cciiii ittt ienerennesnnesanesannsannnans 445
15.10.1 Host Controller Transfer Schedule Structures ...... ... i i i 445
15.10.2 Periodic Schedule . . ... o e e 446
15.10.3 Asynchronous Schedule . . ... .. e 447
15.11 EHCIImplementation . .........cciiiiiiiii ittt e iie i eeeneeneaneansnnnnnnns 448
15.10.0 OVEIVIEW . o oottt ettt e e e e e e e e e e e e e e 448
15.11.2 Embedded Transaction Translator .. .......cuuuiit ittt i ettt 450
15.11.3 EHCI Functional Changes forthe TT .. ... . e et et et et et 452
15.11.4 Port Reset Timer ENhancement . ...ttt e ettt et 452
15.11.5 Port Speed Detection Mechanism .. ...t et et e e 453
15.11.6 FS/LS Data StrUCTUIES . . vt ettt et e e e e e e e e e e e e e e e e e e e 453
15.11.7 Operational Model of the TT ... ... i e e e e et 454

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 15
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=15

& XILINX.

15.11.8 Port Test MOE . . . oottt e e e et e e e e e e e 455
15.12 Host Data Structures Reference ..........cciiiiiiiiiiiiieientenrnnrnorasennans 456
15.12.0 DesCriptor USage . ..o ittt ittt ettt e e e e 456
15.12.2 Transfer Descriptor Type (TYP) Field. . ... ... ot e e e e e 456
15.12.3 Isochronous (High Speed) Transfer Descriptor (iTD) .. ... ..ot ii et et e e 457
15.12.4 Split Transaction Isochronous Transfer Descriptor (SiTD) . .. ... it 461
15.12.5 Queue Element Transfer Descriptor (qTD) . ... vo vt vttt e 465
15.12.6 Queue Head (QH) . ..ottt e e e e 469
15.12.7 Transfer OVerlay Area ... ..ottt et et et et ettt e e 472
15.12.8 Periodic Frame Span Traversal Node (FSTN) . ... ..ot et e e 474
15.13 Programming Guide for Host Controller........... ...ttt nnennnnns 475
15.13.1 Controller RESEt . ... v ittt e e e e e 475
15,132 RUN S OD - o vttt ettt e e e e e e e e e e 475
15.14 OTG Descriptionand Reference ..........coiiiiiiiiitinnernnerenerenneenannns 475
15.14.1 Hardware Assistance Features . ... ...ttt i e e et et e e e 476
15.14.2 OTG Interrupt and Control Bits ... ... ut ittt et e et et ettt e 477
15.15 System FUNCEIONS . ... oottt it i it i it it ittt e i 478
15,151 ClOCKS .« vttt et e e 478
15,052 RSOt T POS o v vttt ettt et e e e e e 479
15.15.3 System INterrupt. ..o e e e e 480
15.15.4 APB SIave INterface . ...ttt e 480
15.15.5 AHB Master Interface. ... ..ot e 480
15.16 1/O INtErfaces . oo v ittt ettt e e e tneeeneesenensasasnsnensesasennasasnenens 481
15.16.1 Wiring CoNNECHIONS . o\ttt ittt ettt ettt et et e e e e e 481
15.16.2 MIO-EMIO Programming . . ..ottt ittt et e ettt et e ittt 481
15.16.3 MIO-EMIO Signals. . ..ottt e et et e e e 482

Chapter 16: Gigabit Ethernet Controller

16.1 Introduction ... ... ittt it it ittt et et a e et e 484
16.1.1 BloCK Diagram . ..ot e e e e e e 485
16.0.2 FAtUMES . o ottt ettt e e e e e e e e e e e e e 485
16.1.3 System VieWPOiNt . . ..ot e e e e 486
16.1.4 Clock DOMaiNS . . oottt et e e e e e e e 487
16.1.5 NOTICES . . vttt it i e e e e e e e e e e 487
16.1.6 Application NOteS . . ..ottt e e e 487

16.2 Functional Description and ProgrammingModel. .......... ... ... i, 488
16.2.1 MAC Transmitter . ..o e e 488
16.2.2 MAC RECRIVET . .ttt e e e e e e 489
16.2.3 MAC R EIING ottt e e e et e e e e e 490
16.2.4 Wake-0n-LAN SUPPOIt . . oottt e e e 493
16.2.5 DIMA BIOCK . . oottt e e 494
16.2.6 Checksum Offloading . ... ... i e e et e et e e 504
16.2.7 IEEE 1588 Time Stamp UNit ... oottt e e e et et e et 506
16.2.8 MAC 802.3 Pause Frame SUPPOIt . ..ttt i et et e et e et ettt 509

16.3 Programming GUIde . .. ..o ittt iiiiiiie it ietentnntossosessensansassosensans 513
16.3.1 Initialize the Controller. .. ... ot e e e e 514
16.3.2 Configure the Controller . ... ... i i e et e e e 514
16.3.3 1/0 CoNnfigUIation . ..ottt et e e 515
16.3.4 Configure the PHY . ... o e e e e e e e e 516
16.3.5 Configure the Buffer Descriptors. . . ..ottt i e e e et et et e et 517

Zynq-7000 SoC Technical Reference Manual www.xilinx.com I Send Feedback I 16

UG585 (v1.12.2) July 1, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=16

& XILINX.

16.3.6 ConfigUre INTeITUPTS . . ..ottt ettt e ettt e e et e e e 519
16.3.7 Enable the Controller . ...t e e e e 520
16.3.8 Transmitting Frames. . ..ottt e e et e e e e e 520
16.3.9 ReCeIVING Frames ..ot et e et et e e e e e e 521
16.3.10 DebUg GUITE . ...ttt e e 522
16.4 IEEE 1588 Time Stamping. ... ..ottt ittt ittt ittt e tenarennatnansannsannnsns 523
16.4.1 OVeIVIEW . . oottt e e e e e e e e e e 523
16.4.2 Controller Initialization. . ... ..ot e e 525
16.4.3 Best Master Clock Algorithm (BMCA) . ... .ottt et et et 526
16.4.4 PTP Packet Handlingatthe Master. ...... ... ot i et et e s 527
16.4.5 PTP Packet Handlingatthe Slave . ....... ... i i et e e i e 529
16.5 Register OVervVieW. . ... i ittt ittt iieeiientennrenasesnssanesansssansannnans 530
16.5.1 Control RegiSters . ...t et e e e e e 530
16.5.2 Status and Statistics Registers . ... ... it e e 531
16.6 Signals and 1/O CoNNECtIONS ... v ovititi it ittt ttteeenrereenensesenenearasannens 533
16.6.1 MIO—EMIO Interface ROULING .. ... . it et e et et e et 533
16.6.2 Precision TiMe Protocol . . ... v it e e e e e e e 533
16.6.3 Programmable Logic (PL) Implementations . ........ ...ttt it 533
16.6.4 RGMIIInterface via MIO. . ...ttt e e e e e et et et e 534
16.6.5 GMII/MIlInterface Via EMIO . .. oottt et e e e e e e e e e e e e e e 535
16.6.6 MDIO Interface Signalsvia MIO and EMIO . ... ... .. ittt 536
16.6.7 MIO Pin Considerations . ... ..ottt ettt e e e e e e e e e 537
16.7 KNOWN ISSUBS i i ittt iiiiiiitittnnenenesanessesosssssssssasasssssnssssnsnans 537

Chapter 17: SPI Controller

00 R 1 o T [T 4 o o P 539
0 Ot =T 1 U = 540
17.1.2 System VieWPOINt . ..ot e e e e 541
17.1.3 Block Diagram . . ..ottt e 542
17,04 NOTICES . . ottt e e e e e e 543

17.2 Functional Description ... ..ottt it it it i it tiiaetnnetaaesaansannnans 544
17.2.1 Master MOde ..ottt e e e e e e e e e 544
17.2.2 Multi-Master Capability . . ... .t e 546
17.2.3 Slave MOde . ..ottt e e e e 546
17,24 FIFOS ..t e e e e e e e e 547
17.2.5 FIFO INterrupts . .o e e e e e 548
17.2.6 Interrupt Register Bits, LOGIC FIOW ... ... ..t e e 548
17.2.7 SPI-t0-SPlI CoNNECtiON. . ..ot e e e e e e 549

17.3 Programming GUIde . ... ..ottt ittt iie ittt teetenraeraesasensansansanannnns 549
17.3. 1 Start-UpP SEQUENCE ..ttt et e e e e e e 549
17.3.2 Controller Configuration . ..... ... .. i e e e e 550
17,303 e e Master Mode Data Transfer550
8 Slave Mode Data Transfer552
17.3.5 Interrupt Service ROULINE . . ..ot e e e et e e e e e e 552
17.3.6 ReISTEr OVeIVIBW . ottt ittt et e et e e e e e e 553

17.4 System FUNCEIONS ... .. it i it i i i et ettt 554
174, ReSOES ittt e 554
L17.4.2 ClOCKS . v v ettt et ettt e e e e e e e e e 554

T 0 T 1T =Y o = o= 555
17.5.0 ProtOCOl ..ot e e 556
17.5.2 Back-10-Back Transfers. ... oottt e e e e e e 557

Zynq-7000 SoC Technical Reference Manual www.xilinx.com I Send Feedback I 17

UG585 (v1.12.2) July 1, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=17

& XILINX.

17.5.3 MIO/EMIOROULING . . o oottt
17.5.4 WiringConnections .........ciiiiiininnnnnn..
17.5.5 MIO/EMIO Signal Tables ............ ... ...

Chapter 18: CAN Controller

18.1 Introduction ...ttt it i
18.1.1 FeatUres. v v ittt ettt et e e e
18.1.2 System Viewpoint. ...ttt
18.1.3 Block Diagram ...t
18.1.4 NOTICES . . v i ittt e e e it e e e e e

18.2 Functional Description...........c.ccoiiiiiinnnnnn.
18.2.1 ControllerModes . ......cvviiiiii i
18.2.2 Message Format . ....... ... i
18.2.3 Message Buffering ........... .. ... ... i i,
18.2.4 Interrupts ..ot e e
18.2.5 Rx Message Filtering. ......... .. ..,
18.2.6 ProtocolEngine.......... ...t
18.2.7 CANO-to-CAN1 Connection ............covvinen...

18.3 ProgrammingGuide ............c.ciiiiiiiiinnaann
18.3.1 OVEIVIEW . .ottt e e
18.3.2 ConfigurationMode State ...........................
18.3.3 Start-upController ......... ... .. i
18.3.4 Change OperatingMode ........... ... ... i,
18.3.5 Write Messagesto TxFIFO .......... ... ... ... ... ...
18.3.6 Write MessagestoTxHPB ...........................
18.3.7 Read MessagesfromRxFIFO .........................
18.3.8 Register Overview. .......oiiiiii i e

18.4 SystemFunctions ............ciiiiiiiiiiiieiiians
18.4.1 Clocks. ..o e
18.4.2 ReSELS ittt e e e e e

185 1/0Interface . ...ccvii ittt i i e ettt e e
18.5.1 MIO Programming . .......c.iuiiuiirennennennnennns
18.5.2 MIO-EMIOSignals. ...

Chapter 19: UART Controller

19.1 Introduction ..........c ittt it
10.1.1 Features. . oottt e e e et e e
19.1.2 System Viewpoint. ...t
19.1.3 NOtICES . . vt i i e e e e e e

19.2 Functional Description.............cciiiiiiiinnn,
19.2.1 Block Diagram . ......ouuiiiei i
19.2.2 Control LOGIC . . .o v et
19.2.3 Baud Rate Generator ..........c.ouuiiiininninnenn.n.
19.2.4 Transmit FIFO ... ... i e
19.2.5 Transmitter DataStream ........... .. .. ..coiiion..
19.2.6 Receiver FIFO ... ..o i i
19.2.7 ReceiverDataCapture ..........coviiiininennnnen..
19.2.8 I/OModeSwitch .. ... ...t
19.2.9 UARTO-to-UART1 Connection .............covuvnan..
19.2.10 Statusand Interrupts ...

Zynq-7000 SoC Technical Reference Manual www.xilinx.com

UG585 (v1.12.2) July 1, 2018

l Send Feedback I 18


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=18

& XILINX.

19.2.11 Modem CoNntrol .ottt e e e e 601
19.3 Programming GUIde . ... oo iii ittt it iie et ietentantossossssensanssssosensans 603
19.3.1 Start-Up SEQUENCE ..ttt e e e e 603
19.3.2 Configure Controller FUNCLIONS . ... ..ttt i e e ettt ettt i e 604
19.3.3 Transmit Data . ... .ot 605
19.3.4 ReceiVe Data . .. .ottt 606
19.3.5 RXFIFO Trigger Level Interrupt. ... .ov it e i e e et et ettt et et e e s 606
19.3.6 RegISter OVeIVIEW . . .ttt e et e e e e e e 607
19.4 SystemM FUNCEIONS ... ..o ittt ittt it ettt ienatnnnesanesanssannsannnans 608
19.4.1 ClOCKS . o vttt e e e e 608
10,4, ReSEES . ittt e e e 608
e TR I 0 T 1T =Y o - Vo < . 609
19.5.1 MIO Programming .. oottt e et et e e 609
19.5.2 MIO —EMIO SigNals ..o u ittt e e e e e e e e e 610

Chapter 20: 12C Controller

20.1 INtroduction .. ... ..ciiiiiiiii ittt i e et e 611
O R R = U= 611
20.1.2 System BloCk Diagram ... ...ttt e e 612
20.1.3 NOTICES . . ettt ettt et e e e e e e e 612

20.2 Functional Description .. ....cciiiiiiiiiiiinteneenrnorsseneanssnsanssssnennsns 613
20.2.1 BloCK DIiagram . ..ottt e e e 613
20.2.2 Master MOe ...ttt e e e e e 613
20.2.3 SIave MoNnitor MOde. . ..ottt e e e e e e 615
20.2.4 SIaVE MOGE . .ottt e 615
20.2.5 J2C PR . o vttt et e 616
20.2.6 Multi-Master Operation . .. ....ou ittt e ettt e 617
20.2.7 12C0-t0-12C1 CONNECLION . .o\ttt ettt e e e e e e e 618
20.2.8 Status and INterrUPts .. ..o u it e e 618

20.3 Programmer’s GUIde. . .. ... i it iiin it ittt tenteneanrneaneaneaneansananennens 619
20.3.] Start-Up SEOUENCE . it e e e e e e e 619
20.3.2 Controller Configuration . ...... ... . i e et et e e e 619
20.3.3 Configure INterrUpPES . . o .ottt e e e e 620
20.3.4 Data Trans OIS . . ottt e e e e 620
20.3.5 ReGISTEr OVeIVIBW . . . oottt ettt e e e ettt e e e e 623

20.4 System FUNCHIONS ... ..ttt ittt ettt ienntenaesonesoonsonnsonnsonassnness 623
20.4.0 ClOCKS . o oottt e e e 623
20.4.2 Reset CONtrOl er . oottt e e e e 623

P L0 I 1 0 [ =Y o - ol 624
20.5.0 Pin Programming .. ..ottt e e e e e 624
20.5.2 MIO-EMIO INterfaces . ..ottt et et et e e e e e e e e e e e e 624

Chapter 21: Programmable Logic Description

3 00 O 1 o Yo ¥ T 4 o T 626
20,0 FEatUIES .ottt e e e e e e 626
21.1.2 PLReSOUIces by DeVICE Ty P . ..ottt et e ettt et e et ettt 628
20,03 NOTICES . ottt et e e e e e e e e e 629

21,2 PLCOMPONENES . . it ittiettienennsstossnossssssssssssssssssnssssssnnnassans 629
21.2.1 CLBs, Slices, and LUT S . ..ottt ittt et e e e et e e e e e 629

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 19
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=19

& XILINX.

21.2.2 Clock Management. . ..ottt e ettt e et e e e 630
21.2.3 BloCK RAM . . e 631
21.2.4 Digital Signal Processing — DSP SHiCe ... ...ttt e 633
21.3 INPUL/OULPUL ..ottt ittt ittt te et et eaneaenneaensaneaensaaensncenannnnns 633
21.3.1 PS-PLINtEIfaces ..ottt e e 633
21.3.2 SeleCtlO . .ot e 634
21.3.3 GTX Low-Power Serial TransCeIVErS ... ...ttt et et ettt et 636
21.3.4 GTP Low-Power Serial TransCeIVEIS . ... ...ttt ettt et ettt ettt et e 651
21.3.5 Integrated I/O Block for PCle . . ...ttt e e e e e e 652
21.4 Configuration .. .......iitiitiiiin i ieeeneeneeneenenesneeaneaneansannnnnnens 653

Chapter 22: Programmable Logic Design Guide

22.1 INtrodUucCtion ... i iiii ittt iin it te ettt 654
22.2 Programmable Logic for SoftwareOffload . .............cciiiiiiiiiiiiiiininnnn.. 654
22.2.1 Benefits of Using PL to Implement Software Algorithms . ........... ... ... .. ... ... ...... 654
22.2.2 Designing PL ACCEIErators . ..o\ttt e e e e 655
22.2.3 PLACCeleration Limits ...ttt e e e e e e 656
22.2.4 Power Offload . . ..ot e 656
22.2.5 Real Time Offload . . . .o ot e e e e e 657
22.2.6 Reconfigurable Computing . ... ... i e 658
22.3 PL and Memory System Performance OVerview ...........ccveeitenrnnrnnenennens 659
22.3.1 Theoretical Bandwidth . . ... .. i i e e 659
22.3.2 DDR EffiCiENCY o v ettt et 660
22.3.3 OCM EffiCi@NCY . oottt e e e e 661
22.3.4 Interconnect Throughput Bottlenecks ....... ... .. . i e 661
22.4 Choosing a Programmable LogiclInterface ............cciiiiiiii i iiniiinnennnnn 662
22.4.1 PLInterface Comparison SUMMaAry . .. ..ottt ettt ettt et e ettt e 662
22.4.2 Cortex-A9 CPU via General PUrpose Masters. . .. ...ttt et e ettt e 662
22.4.3 PS DMA Controller (DMAC) via General Purpose Masters ............c.uiiiiiiinnanann.. 663
22.4.4 PLDMA via AXI High-Performance (HP) Interface . ...... ... ... .. .. 664
22.4.5 PLDMA VIA AXI ACP .. e e e e e 665
22.4.6 PLDMA via General Purpose AXISlave (GP) . ... ..ot e 666

Chapter 23: Programmable Logic Test and Debug

23.1 INtroduction .. ... iiiiiiiiiiii ittt ittt it e 667
23,00 FeatUIES . . oottt e e 667
23.1.2 BlOCK Diagram . ..o ettt e 668
23.1.3 System VIeWPOINTt . . . oottt e e 669

23.2 Functional Description . .......c.oiiiiiiiitniin e e rneenenneeneansanenennnns 669
23.2.0 BasiC Operation . .. oot e e e e e 669
23.2.2 Packet GeNeration .. ...ttt e e 670
23.2.3 PacKet FOrmMat . . vttt ettt e e e e 672

1 20 T - - |3 675
23.3.1 General-Purpose Debug Signals . .........co it e 675
23.3.2 Triger SIgNals . . .ottt e e 675
23.3.3 Trace SigNals . ..ot 676

23.4 Register OVerViEW. . ..o ittt ittt iietienetennsennesonesonassosnsonnsannssansss 676

23.5 Programming Model. .. ... ..ottt i i ittt ittt 677
23,5, FTM SBCUIITY & v vttt e e et e e et e e e e e e e 677

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 20
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=20

& XILINX.

Chapter 24: Power Management

24.1 INtrodUCtion ... i iiiiiiiii ittt ieteteataataatantatattantantantatanenneas 678
24, 0.0 FeatUIES . . ottt e e e 678
24.2 System Design Considerations. . ..........ciitiiiiiiiinirnennennennennennnnens 679
24.2.1 Device Technology Choice . ... ..ot e e e e e e et e 679
24.2.2 PLPower-down Control .. ... e e e e 679
24.2.3 APU MaximuUm FreQUENCY . .ttt ettt ettt et ettt ettt et et e i 680
24.2.4 DDR Memory Clock FreqUENCY ..o ittt e et e et et et ettt et e 680
24.2.5 DDR Memory Controller Modes and Configurations. . .......... ... ... . .. 680
24.2.6 BootInterface OptioNns . . ... ottt e 680
24.2.7 PS CloCK Gating . ..ottt it e e e e e 680
24.3 Programming GUILES . ... .vottiiitiintienereneeenaeeenesenesennsennseanssaness 681
24.3.1 System MoOdUIES . . ..ot e 681
24.3.2 Peripherals .. ... e e 681
24.3.3 1O BUI OIS . v ottt et e e e e e 682
24.4 Sleep MOde . . ..ottt iii ittt et i ettt et et a et et e 683
24.4.1 Setup Wake-Up EVeNts . . ..o e 683
24.4.2 Programming GUIE . . ...ttt e e e e 683
24.5 Register OVerVIiEW. . . .o ottt iieeiiettenntenasonassonesoossosnsonnsenassaness 685

Chapter 25: Clocks

25.1 INtroduction . ... .iuiiiiiiiiii ittt e 686
25.1.1 System Block Diagram ... ... .ot e e e 686
25.1.2 Clock GENEratioN ... ottt e e e 687
25.0.3 System VieWPOINt . ..o e e e e e 688
25.0.4 POWEr ManagemEnt . . .ottt ettt e e e e e e e 689

25.2 CPUCIOCK .. itiiii ittt ittt ieteeteneeeensansanesnssssnsansansasensansas 690

25.3 System-wide Clock Frequency Examples . ........ciiiiiiiiininntnnrnnrnrenennnns 692

25.4 Clock Generator DesigN .. ... oviitii ittt tieeeneaneneenennsansansansnnnnens 694

25.5 DDRCIOCKS .. iiiiiiii ittt ittt e ittt ieteneensansesensensansansossnsannns 695

25.6 IOPModule ClocKS .. ..o iii ittt it et iietenaereaesanesannsennsenasnnness 696
25.6.1 USB ClOCKS . . oottt e e e e e 696
25.6.2 Ethernet CloCKS . . ..ottt e e e e e e e e e 697
25.6.3 SDIO, SMC, SPI, Quad-SPl and UART CloCKS . .. ..ottt e e et e e 698
25.6.4 CAN ClOCKS. . v ottt e e e e e e e 699
25.6.5 GPIO and 12C CloCKS . . oot e 699

25.7 PLCIOCKS .. v ittt ittt ittt te st e teneansansansacansansansanennnnnns 699
25.7.1 Clock Throttle . ... e e e e e e e e e e 700
25.7.2 Clock Throttle Programming .. ... it et e et et ettt e e e 701

25.8 TracePortClock ..ot i i i i i it it it a s 703

25.9 Register OVerVieW. . .o i vttt it iiiiee et ttennanesosesnasesssssssnsssosannnsssans 703

25.10 Programming Model. . ...... ..ottt i ittt ettt 704
25.10.1 Branch Clock GENErator . ... ..ottt e e e e e e e et e et e e 704
25.10.2 DDR CIOCKS . .ttt ettt e e e e e e 705
25.10.3 Digitally Controlled Impedance (DCI) Clock .. ... ... i e 705
25.00.4 PLLS .ottt e e e e e e 705

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 21
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=21

& XILINX.

Chapter 26: Reset System

26.1 INtroduction .. ...iiitiiiiiiiiin e teteatantantantatantantantansassnennsas 708
26.0. 0 FeatUIES . . oot e e 708
26.1.2 BlOCK Diagram . ..o ottt e 708
26.1.3 Reset HierarChy . .. ..o e e e e e e 709
26.0.4 BOOt FlOW ..ottt e e 710

26.2 ReSEt SOUICES .. i ittt i ttiitiie e iiettinetenetenassnaesonssannsennsannssnness 711
26.2.1 Power-on Reset (PS POR B) ...ttt e e e e e e 711
26.2.2 External System Reset (PS_SRST B) ...ttt et e 712
26.2.3 System Software Reset. ... .. it e e 712
26.2.4 Watchdog Timer RESetS . . ..ottt i et e e et et e et e e e e e 712
26.2.5 Secure Violation LOCK DOWN . . .ot e e 712
26.2.6 DEbUG RESETS ..ottt e e e 712

26.3 Reset Effects .. ..vvviiiii ittt ittt ittt ittt it 713
26.3.1 Peripherals .. ... e e 713

R B o I 1= - 714
26.4.1 PLGeneral PUurpose User RESEtS . ... .ottt e et e e e e 714

26.5 Register OVerVIiEW. . . ..ottt iie e iietiiintenasenaesonesoossosnsonnsonassnness 714
26.5.1 Persistent REgiStars . ... e e e e 714
26.5.2 System Reset Control . ... ... e e 715
26.5.3 Peripheral Reset Control . ... .. . i e e e e e e e 715

Chapter 27: JTAG and DAP Subsystem

27.1 INtrodUCtioN ... .. ittt it ittt et et a e e a et e e a e e 717
27.1.1 BloCK Diagram ..ottt e e e 717
27,0, FEAtUIES . ottt e e e e e e e e 719

27.2 Functional Description . .. ...t iiiiiii ittt it tennerenereneeenneennsennsnnness 720

by T 0 TR - {3 -1 3 722

27.4 Programming Model. .. ... ..ottt i i it i ittt et 723
27.4.1 Use Case |: Software Debug with Trace PortEnabled .. ......... ... ... ... .. . .. . ... 723
27.4.2 Use Case Il: PS and PL Debug with Trace PortEnabled .......... ... ... .. ... .. ... . ... 723

27.5 ARMDAP Controller. . .....ciii ittt ittt ittt teeinteneeneansnnsasenannens 724

27.6 Trace Portinterface Unit (TPIU) ... ..iiiiiiiiii it iiiinrnrnrnsnensnnanannans 726

27.7 Xilinx TAP Controller. . . .......iiiii ittt ittt teetesnennenneansanenennnns 726

Chapter 28: System Test and Debug

28.1 INtroduction . ... .iiiiiiiiiii ittt ittt ta ettt 728
28. 1.l FRATUIES . . o ot ittt ettt et e e e e e e e e 728
28.1.2 NOTICES . . v ittt t ettt e e e e e e e e 729

28.2 Functional Description . .. ... iiitiiii ittt iietenaerenereneeenneennsennsenness 729
28.2.1 Debug Access Port (DAP) . ... e e 730
28.2.2 Embedded Cross Trigger (ECT) . ..ottt e e et ettt ettt et 731
28.2.3 Program Trace Macrocell (PTM) . ...t e e e e et et e et 733
28.2.4 Instrumentation Trace Macrocell (ITM) .. ... i e e e 733
28,25 FUNNEL ot e 733
28.2.6 Embedded Trace Buffer (ETB) .. ....o ittt e e e et et ettt 734
28.2.7 Trace Packet Output (TPIU) . ...ttt e e e et et et et et et 734

b T T 0 TR -1 -1 3 735

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 22
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=22

& XILINX.

28.4 Register OVerVIiEW. . . .o ot iiiiie e iietiennrenasonassonssosssosnsonnsonnssaness 736
28.4. 1 MeEMOrY VA oottt e et e e e e e e 736
28.4.2 FuNnctionality . ... i e e 737

28.5 Programming Model. . . ....cciiitiiiiiiii ittt tiiettenerenerenneenasenasnannss 740
28.5.1 Authentication ReqUIremMeNtS . .. ...ttt e e e i et e e e 740

Chapter 29: On-Chip Memory (OCM)

29.1 INtroduction .. ...ttt ittt i e et it e 742
29.0.1 BloCK Diagram . . oottt e 743
20,12 FRAtUIES . . ottt e e e 743
29.1.3 System VieWpPOint . . ..o e e e 744

29.2 Functional Description . ..ottt ittt iiieiiiettinernnesennsennsenananness 745
20.2.1 OV VW . e ot ittt ettt e e e e e e e e e e 745
29.2.2 Optimal Transfer Alignment .. ... .. o e e e e e 745
29.2.3 ClOCKING . . o ettt e 745
29.2.4 Arbitration SCheme. . ... o e e e 745
29.2.5 AdAress MappPing . ..o vvi ettt et e et e e e e e 747
20.2.6 INterrUPES .o e 750

29.3 RegiSter OVerVIEW. . . . oot ittt iie e iietienntenasonassonesoessosnsonnsonnssnness 751

29.4 Programming Model. .. ...ttt ittt tiietenetanetenneenasennenanens 751
29.4.1 Changing Address MapPing .. .. oottt e et e ettt et et et e e 751
29.4.2 AXI RS PONS S « v vt vttt ettt e e e e e e 752

Chapter 30: XADC Interface

30.1 INtroduction .. ......ciiiiiiiiiiii ittt ettt i e 753
30.1. L FEatUIES . . ottt e e e e e 754
30.1.2 System VieWpPOint . . ..o e e e e 755
30.1.3 PS-XADC Interface Block Diagram . .......oi ittt et e et et 756
30.1.4 Programming GUIE . . ...ttt ittt ettt ettt et et e e 757

30.2 Functional Description .. .....coiiiiiiiiiiintententnnrsrenesnssnssnssssnennsns 758
30.2.1 Interface Arbiter (PL-JTAG and PS-XADC) . . .ottt it et e ettt et 758
30.2.2 Serial Communication Channel (PL-JTAGand PS-XADC) . ... oottt it ie i eiae e 759
30.2.3 Analog-to-Digital Converter (All) . ... ..ot 759
30.2.4 Sensor Alarms (PS-XADC and DRP) .. ...ttt ittt e et e e 759

30.3 PS-XADC Interface Description ............ciiiiiiinrnnrnrnnennennennennenennnns 760
30.3.1 Serial Channel Clock FrequUeNnCY. . .. ..ottt e e e e e et et e et 760
30.3.2 Command and Data Packets .. ... ...t e 761
30.3.3 Command FOormat. . . ..ottt e e e e 762
30.3.4 Read Data FOormat. . .. cov et e e e e 762
30.3.5 Min/Max Voltage Thresholds . .......... .ttt 763
30.3.6 Critical Over-temperature Alarm. . ... . i e e e e e 763

30.4 Programming Guide forthe PS-XADCInterface.........cciiiitiiiniinnnrennennnnns 763
30.4.1 Read and Write to the FIFOS . ..ottt e e et et ettt et 764
30.4.2 INEITUPES oottt e e e e e e e e e e e e 765
30.4.3 Command Preparation . ... ..ttt i e e 766
30.4.4 RegISTEr OVeIVIBW . o ottt et e et e e e e e e e e, 766

30.5 Programming Guide forthe DRP Interface...........ciiiiiiiiiiiiiiiiinrenennnnn 767

30.6 Programming Guide for the PL-JTAGInterface. ............cciiiiiiiiiiinnnennnnn 767

Zynq-7000 SoC Technical Reference Manual www.xilinx.com l Send Feedback I 23

UG585 (v1.12.2) July 1, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=23

& XILINX.

30.7 System FUNCHIONS ... ...ttt ittt ettt ieietennesnnesoonsonnsonnsonassaness 767
30.7.1 ClOCKS .« ottt et e e e 767
30.7.2 RESEES o ittt e e e e e e e e 768

Chapter 31: PCl Express

311 INtroduction ... ...ttt i i i e e ettt 769
31,2 Block Diagram . . ..o ittt i iie e iietieeetenatenaeeaaetanateantenatenneennens 770
31.3 FEatUreS. . i v vttt i iiiineetieenoenasstsssoesnssssssosssssssssssssosssnnnassass 770
31.4 ENdpoint Use Case ... uvittntintnnennenneneeneensaneonenesnsensansansnennsas 771
31.5 ROOt ComPleX Use Case .. v vivtiettinetteneeenaeenaeseneeenesensnsenasenasenness 771

Chapter 32: Device Secure Boot

32.1 INtroduction .. ... .c.iiiiiiti ittt e et et a e 773
32.0.1 BloCK DIagram . .ottt e e e 773
32,02 FEAtUIES . . ottt e e 773

32.2 Functional Description . ..ottt ittt it iiieetinernaesnansennsennsanness 775
32.2.1 Master Secure BOOt .. ... e e e e e e 775
32.2.2 External BOOt DeVICES . . .ottt e e e 777
32.2.3 Secure BoOt ImMage . . ... i e 777
32.2.4 eFUSE Settings . ..o\ttt ittt et e e e 779
32.2.5 RSA AUtheNtiCatioN. . . ..ot 781
32.2.6 Boot Image and Bitstream Encryption . ...... ...t 781
32.2.7 Boot Image and Bitstream Decryption and Authentication ....... ... ... ... ... .. .. 781
32.2.8 HMAC SigNature . . ..ottt ettt e e e e e e e e e 782
32.2.9 AES Key Management .. ... ... e e 782

32.3 Secure Boot Features . .......c.iiiiiii it it it it ittt 782
32.3.1 Non-Secure Boot State . . .. ..ot e 782
32.3.2 Secure BoOt State . .. ... e 782
32.3.3 Security LoCKAOWN . ..o e 783
32.3.4 Boot Partition Search . ... .. e 783
32.3.5 JTAG and Debug Considerations . ........... i i e e e e e 783
32.3.6 Readback . . ..o e e 783
32.3.7 Secure Boot Modes of Operation ... i e e e 784

32.4 Programming Considerations . ..........c.ciiiiiiiiinnrneneeneensnnransneannns 785

Appendix A: Additional Resources

Al XiliNX RESOUICES . v v vttt ettt itete e tatetsessnsasansnsasasnssnsnsnsassnsnsass 786

A2 SolUtioN CeNterS. . ...t ittt it ittt e tineteeaesaaesaansesasesassanesannsanns 787

R T 3= =T =T o oA 787
A.3.1 Zyng-7000 AP SOC DOCUMENES ..t i ittt it et e e e et et et et et et e 787
A.3.2 PLDocuments —Device and Boards . ... ...uuiintit i e 787
A.3.3 Additional Zyng-7000 AP SOC DOCUMENTS . ..ottt ittt et ettt et ettt 788
A.3.4 Software Programming DOCUMENES . ... ..ottt et et et et et 788
A.3.5 gitInformation ... .. e 788
A.3.6 DeSiBN TOOI RESOUICES . .ottt ittt ittt et et et et et et et et et et e et e 788
A.3.7 Xilinx Problem SOIVErs . .. ... e e 789
A.3.8 Third-Party IP and Standards DocUmMENTS . ... ...ttt i e e e e 789

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 24
UG585 (v1.12.2) July 1 [—\/—]

, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=24

& XILINX.

Appendix B: Register Details

B.1

B.2

B.3

B.4

B.5

B.6

B.7

B.8

B.9

B.10
B.11
B.12
B.13
B.14
B.15
B.16
B.17
B.18
B.19
B.20
B.21
B.22
B.23
B.24
B.25
B.26
B.27
B.28
B.29
B.30
B.31
B.32
B.33
B.34

OV VIBW . o vttt ittt et te e stansansonsassosanssnsassosssssnsansansansnssnsas 791
ACKONYIMS & .ttt iiiittttsnnnneesoossossssosssnssssosssssssssssssnsssssssnnsns 792
Module SUMMaANY . ...ttt ittt ittt itettieetenereneeenaseeaesenesenasannsanns 793
AXI_HP Interface (AFI) (aXi_hp) . ... oo oot ii i i i i it ettt ieteaaeanannes 795
CAN Controller (Can). . ..o v vttt ittt ittt iieteeneeeneeenaesenesenssennsennenns 805
DDR Memory Controller (ddrc) . .....cviiiiiiiiniin ittt it tintentenrearaeennans 845
CoreSight Cross Trigger Interface (cti). .. ..ottt ittt iieietenennenn 916
Performance Monitor Unit (cortexa9_pmu). ...ttt iin e inernnnnnnns 950
CoreSight Program Trace Macrocell (ptm) ...ttt ittt ittt iieieenennans 960
Debug Access Port (dap) . ...cciiiiiiiiii it iie it i eraeearaanannaenaaaananns 1008
CoreSight Embedded Trace Buffer(etb)........... ..ottt 1023
PLFabricTrace Monitor (ftm) .. ... iii ittt it ittt ittt i eenenneaaennns 1043
CoreSight Trace Funnel (funnel) ....... ..ottt i ittt ieeianaannan 1064
CoreSight Intstrumentation Trace Macrocell (itm) .............. ... . i, 1078
CoreSight Trace Packet Output (tpiu) . . . ..o o ii ittt it et et et tneeareaenns 1125
Device Configuration Interface (devcfg) . .......cvii ittt i i ittt eiena 1146
DMA Controller (dmac) .....votiiiiiiii ittt iiieereneeeneeenaeenaseenseennnns 1169
Gigabit Ethernet Controller (GEM) ... ..ottt iiiiit it ittt einennenarnnnnas 1269
General PUrpose 1/O (8PI0) « ..ottt it ittt ii et sareeeaenneaenranenannnn 1347
Interconnect QoS (OS301) ... ..ot iiiiit ittt iie e eerarnarannansannanaananns 1376
NIC301 Address Region Control (nic301_addr_region_ctrl_registers)................ 1382
12CController (11€) ... ovvtiii ittt i ittt iete it teeneanansasasasnsnsnsananas 1384
L2Cache (L2CPI310) . ..o ittt ittt ittt e eeaeaasansnnsnenasansanennsnas 1395
Application Processing Unit (MpPeCore). . ... cviiiiiiiniin ittt tntentenenannnnns 1432
ON-Chip Memory (0CM) ... i ittt ittt ittt etesasasnsneasenansasasasnnnas 1512
Quad-SPI Flash Controller (gspi) . ... c ot v tiiin e ittt ieteeeernenneannannnns 1516
SD Controller (SAI0) ... vvviiin ittt ittt e ittt tetentenreareneneeneennnns 1533
System Level Control Registers (SICr) .......cciiiiiiiiiii i i ininrennnnasannns 1572
Static Memory Controller (PI353) .. ..ot i ittt ittt i ettt ettt 1712
Y o I 0 41 o] 1 =Y ] - A 1739
System Watchdog Timer (swdt) .........ciiiiiiiiiiiiinrininenrnrennnsasannns 1750
Triple TimerCounter (tt€) ......ciii ittt it i ittt teeenennennnnananns 1754
UART Controller (UART ) . . vttt iti ittt ittt teeteetneenaeeareneeaeeneneeaeanns 1775
USB Controller (Usb) . .....oviiiiiiiiiiiiii ittt ittt tetinnanasasasnsnnnnns 1794

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 25
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=25

& XILINX.
Chapter 1

Introduction

1.1 Overview

The Zyng®-7000 family is based on the Xilinx® SoC architecture. These products integrate a
feature-rich dual or single-core ARM® Cortex™-A9 MPCore™ based processing system (PS) and
Xilinx programmable logic (PL) in a single device, built on a state-of-the-art, high-performance,
low-power (HPL), 28 nm, and high-k metal gate (HKMG) process technology. The ARM Cortex-A9
MPCore CPUs are the heart of the PS which also includes on-chip memory, external memory
interfaces, and a rich set of I/O peripherals.

The Zyng-7000 family offers the flexibility and scalability of an FPGA, while providing performance,
power, and ease of use typically associated with ASIC and ASSPs. The range of devices in the
Zynq-7000 SoC family enables designers to target cost-sensitive as well as high-performance
applications from a single platform using industry-standard tools. While each device in the
Zynq-7000 family contains the same PS, the PL and I/O resources vary between the devices. As a
result, the Zyng-7000 SoC devices are able to serve a wide range of applications including:

« Automotive driver assistance, driver information, and infotainment

» Broadcast camera

« Industrial motor control, industrial networking, and machine vision

« IP and smart camera

» LTE radio and baseband

« Medical diagnostics and imaging

«  Multifunction printers

« Video and night vision equipment

The Zyng-7000 architecture conveniently maps the custom logic and software in the PL and PS
respectively. It enables the realization of unique and differentiated system functions. The integration

of the PS with the PL provides levels of performance that two-chip solutions (for example, an ASSP
with an FPGA) cannot match due to their limited 1/0O bandwidth, loose-coupling and power budgets.

Xilinx and the Xilinx Alliance partners offer a large number of soft IP modules for the Zyng-7000
family. Stand-alone and Linux device drivers are available for the peripherals in the PS and the PL
from Xilinx and additional OSes and board support packages (BSPs) from partners. The ISE® Design
Suite Embedded Edition development environment enables a rapid product development for
software, hardware, and systems engineers. Many third-party software development tools are also
available.
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The processor(s) in the PS always boot first, allowing a software centric approach for PL system boot
and PL configuration. The PL can be configured as part of the boot process or configured at some
point in the future. Additionally, the PL can be completely reconfigured or used with partial, dynamic
reconfiguration (PR). PR allows configuration of a portion of the PL. This enables optional design
changes such as updating coefficients or time-multiplexing of the PL resources by swapping in new
algorithms as needed. This latter capability is analogous to the dynamic loading and unloading of

software modules. The PL configuration data is referred to as a bitstream.

1.1.1 Block Diagram

Figure 1-1 illustrates the functional blocks of the Zyng-7000 SoC. The PS and the PL are on separate
power domains, enabling the user of these devices to power down the PL for power management if

required.
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TT
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The Zyng-7000 SoC is composed of the following major functional blocks:

« Processing System (PS)
o Application processor unit (APU)
- Memory interfaces
o 1/O peripherals (IOP)
o Interconnect

« Programmable Logic (PL)

1.1.2 Documentation Resources

Table 1-1 identifies the versions of third-party IP used in the Zynq-7000 SoC devices.

Table 1-1: Vendor IP Versions

Unit Supplier Version
Cortex-A9 MPCore ARM r3p0
AMBA Level 2 Cache Controller (PL310) ARM r3p2-50rel0
PrimeCell Static Memory Controller (PL353) ARM r2p1
PrimeCell DMA Controller (PL330) ARM rip1
Generic Interrupt Controller (PL390) ARM Arch v1.0, rOp0
CoreLink Network Interconnect (NIC-301) ARM r2p2
DesignWare Cores IntelliDDR Multi Protocol Memory Controller Synopsys A07
USB 2.0 High Speed Atlantic Controller Synopsys 2.20a
Watchdog Timer Cadence Rev 07
Inter Intergrated Circuit Cadence rip10
Gigabit Ethernet MAC Cadence rip23
Serial Peripheral Interface Cadence r1p06
Universal Asynchronous Receiver Transmitter Cadence rip08
Triple Timer Counter Cadence Rev 06
SD2.0/SDI02.0/MMC3.31 AHB Host Controller Arasan 8.9A_apr02nd_2010

The PL is derived from Xilinx 7 series FPGA technology: Artix®-7 for the 7z010/7z015/7z020 (dual
core devices) and 7z007s/7z012s/7z014s (single core devices), and Kintex®-7 for the
72030/7z035/7z045/7z100 devices. The PL is used to extend the functionality to meet specific
application requirements. The PL includes many different types of resources including configurable
logic blocks (CLBs), port and width configurable block RAM (BRAM), DSP slices with a 25 x 18
multiplier, 48-bit accumulator and pre-adder (DSP48E1), a user configurable analog to digital
convertor (XADC), clock management tiles (CMT), a configuration block with 256b AES for
decryption and SHA for authentication, configurable SelectlO™ technology and optionally GTP or
GTX multi-gigabit transceivers and an integrated PCl Express® (PCle) block.
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To learn more about the PL resources, refer to the following Xilinx 7 series FPGA User Guides:

e UGA471, 7 Series FPGAs Select/O Resources User Guide

« UG472, 7 Series FPGAs Clocking Resources User Guide

« UG473, 7 Series FPGAs Memory Resources User Guide

e UGA474, 7 Series FPGAs Configurable Logic Block User Guide

e UGA476, 7 Series FPGAs GTX Transceiver User Guide

e UGA482, 7 Series FPGAs GTP Transceiver User Guide

« PGO054, 7 Series FPGAs Integrated Block for PCl Express LogiCORE IP Product Guide
e UGA479, 7 Series FPGAs DSP48E1 User Guide

e UGA480, 7 Series FPGAs XADC User Guide

The PS and PL can be tightly or loosely coupled using multiple interfaces and other signals that have
a combined total of over 3,000 connections. This enables you to effectively integrate user-created
hardware accelerators and other functions in the PL logic that are accessible to the processors and
can also access memory resources in the processing system.

The PS I/O peripherals, including the static/flash memory interfaces share a multiplexed 1/0 (MIO) of
up to 54 MIO pins. Zyng-7000 SoC devices also include the capability to use the I/Os that are part of
the PL domain for many of the PS I/O peripherals. This is done through an extended multiplexed I/0
interface (EMIO).

The system includes many types of security, test and debug features. The Zyng-7000 SoC can be
booted securely or non-securely. The PL configuration bitstream can be applied securely or
non-securely. Both of these use the 256b AES decryption and SHA authentication blocks that are part
of the PL. Therefore, to use these security features, the PL must be powered on.

The boot process is multi-stage and minimally includes the boot ROM and the first-stage boot
loader (FSBL). The Zyng-7000 SoC includes a factory-programmed boot ROM that is not user
accessible. The boot ROM determines whether the boot is secure or non-secure, performs some
initialization of the system and clean-ups, reads the mode pins to determine the primary boot device
and finishes once it is satisfied it can execute the FSBL.

After a system reset, the system automatically sequences to initialize the system and process the first
stage boot loader from the selected external boot device. The process enables you to configure the
SoC platform as needed, including the PS and the PL. Optionally, the JTAG interface can be enabled
to give the design engineer access to the PS and the PL for test and debug purposes.

Power to the PL can be optionally shut off to reduce power consumption. In addition, the clocks in
the PS can be dynamically slowed down or gated off to reduce power further. Zyng-7000 SoC devices
support the ARM standby mode to obtain minimal power drain, but still are able to start up when
certain events occur.

Elements of the Zyng-7000 SoC are described from the point of view of the PS. For example, a
general purpose slave interface on the PS to the PL means that the master resides in the PL. A high
performance slave interface means the high performance master resides in the PL. A general purpose
master interface means the PS is the master and the slave resides in the PL.
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1.1.3 Notices

Zynq-7000 SoC Device Family

The PS structure for all Zyng-7000 SoC devices is the same except for the following:
7z2007s and 7z010 CLG225 Devices

The 7z007s single core and 7z010 dual core CLG225 devices have a limited number of pins (225). This
reduces the capability of the MIO, DDR and XADC subsystems.

¢ 32 MIO pins, see section 2.5.3 MIO Pin Assignment Considerations
« 16 DDR data, see section 10.1.3 Notices in Chapter 10, DDR Memory Controller
« Four pairs of XADC signals, see Notices in Chapter 30, XADC Interface

Device Revisions

The visual markings are shown in UG865, Zyng-7000 SoC Packaging and Pinout Advance Product
Specification.

Software can read the following registers in all Zyng-7000 SoC devices to determine silicon revision:

« devcfg.MCTRL [PS_VERSION]
« slcr.PSS_IDCODE[IDCODE]

The JTAG interface also includes the IDCODE revision content.
TrustZone Capabilities

TrustZone is hardware that is built into all Zyng-7000 SoC devices. For more information, see
UG1019, Programming ARM TrustZone Architecture on the Xilinx Zynq-7000 Soc.
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1.2 Processing System (PS) Features and
Descriptions

1.2.1 Application Processor Unit (APU)

The
and

application processor unit (APU) provides an extensive offering of high-performance features
standards-compliant capabilities.

Dual/Single ARM Cortex-A9 MPCore CPUs with ARM v7

Run time options allow single processor, asymmetrical (AMP) or symmetrical multiprocessing
(SMP) configurations

ARM version 7 ISA: standard ARM instruction set and Thumb®-2, Jazelle® RCT and Jazelle DBX
Java™ acceleration

NEON™ 128b SIMD coprocessor and VFPv3 per MPCore
32 KB instruction and 32 KB data L1 caches with parity per MPCore
512 KB of shareable L2 cache with parity

Private timers and watchdog timers

System Features

System-Level Control Registers (SLCRs)
- A group of various registers that are used to control the PS behavior
- The register map is located in Chapter 4, System Addresses

- The SLCR registers related to a specific chapter are listed in the register overview table of
that chapter and detailed in Appendix B, Register Details

Snoop control unit (SCU) to maintain L1 and L2 coherency
Accelerator coherency port (ACP) from PL (master) to PS (slave)
o 64b AXI slave port

- Can access the L2 and the OCM

- Transactions are data coherent with L1 and L2 caches

256 KB of on-chip SRAM (OCM) with parity

o Dual ported

o Accessible by the CPUs, PL and central interconnect

o At level of L2, but is not cacheable

DMA controller

o Four channels for PS (memory copy to/from any memory in system)

o Four channels for PL (memory to PL, PL to memory)
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« General interrupt controller (GIC)
o Individual interrupt masks and interrupt prioritization
o Five CPU-private peripheral interrupts (PPI)
- Sixteen CPU-private software generated interrupts (SGI)
- Distributes shared peripheral interrupts (SPI) from the rest of the system, PS and PL
- 20 from the PL
- Wait for interrupt (WFI) and wait for event (WFE) signals from CPU sent to PL
- Enhanced security features to support TrustZone™ technology

« Watchdog timer, triple counter/timer

1.2.2 Memory Interfaces

The memory interfaces includes multiple memory technologies.

DDR Controller

» Supports DDR3, DDR3L, DDR2, LPDDR-2
- Rate is determined by speed and temperature grade of the device
« 16b or 32b wide
- ECCon 16b
e Uses up to 73 dedicated PS pins
+  Modules (no DIMMs)
o 32bwide: 4 x8b, 2 x 16b, 1 x 32b
o 16b wide: 2 x 8b, 1 x 16b
« Autonomous DDR power down entry and exit based on programmable idle periods
« Data read strobe auto-calibration
« Write data byte enables supported for each data beat
« Low latency read mechanism using HPR queue
- Special urgent signaling to each port
« TrustZone regions programmable on 64 MB boundaries

« Exclusive accesses for two different IDs per port (locked transactions are not supported)

DDR Controller Core and Transaction Scheduler

« Transaction scheduling is done to optimize data bandwidth and latency

« Advanced re-ordering engine to maximize memory access efficiency with target of 90%
efficiency with continuous read and write and 80% efficiency with random read and write

« Write-read address collision checking that flushes the write buffer

« Obeys AXI ordering rules
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Quad-SPI Controller

Key features of the linear Quad-SPI controller (which can be a primary boot device) are:

« Single or dual
« 1Ix and 2x read support

e 32-bit APB 3.0 interface for I/O mode that allows full device operations including program, read
and configuration

« 32-bit AXl linear address mapping interface for read operations
« Single device select line support

« Supports write protection signal

e 4-bit bidirectional 1/0 signals

« Read speed of x1, x2 and x4

«  Write speed of x1 and x4

+  Maximum Quad-SPI clock at master mode is 100 MHz

e 252-byte entry FIFO depth to improve Quad-SPI read efficiency

« Supports Quad-SPI device up to 128 Mb density in I/O and linear mode. >128Mb devices are
supported in IO mode only.

e Supports dual Quad-SPI with two quad-SPI devices in parallel
In addition, the linear address mapping mode features include:

« Supports regular read-only memory access through the AXI interface

« Up to two SPI flash memories

« Up to 16 MB addressing space for one memory and 32 MB for two memories in linear mode
« AXl read acceptance capability of 4

« Both AXI incrementing and wrapping-address burst read

« Automatically converts normal memory read operation to SPI protocol, and vice versa

« Serial, Dual and Quad-SPl modes

Static Memory Controller (SMC)

Either of the following can be the primary boot device:

« NAND controller
o 8/16-bit I/0O width with one chip select signal
o ONFI specification 1.0
- 16-word read and 16-word write data FIFOs
- 8-word command FIFO
- Programmable 1/O cycle timing
o ECC assist

- Asynchronous memory operating mode
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« Parallel SRAM/NOR controller
- 8-bit data bus width
o One chip select with up to 25 address signals (32 MB)
- Two chip selects with up to 25 address signals (32 MB + 32 MB)
o 16-word read and 16-word write data FIFOs
- 8-word command FIFO
- Programmable I/O cycle timing on a per chip select basis

- Asynchronous memory operating mode

1.2.3 1/0 Peripherals

The 1/O Peripherals (IOP) are a collection of industry-standard interfaces for external data
communication.

Note: The controller registers require single 32-bit read/write accesses, do not use byte, halfword,
or double word references.

GPIO

« Up to 54 GPIO signals for device pins routed through the MIO
o Outputs are 3-state capable
« 192 GPIO signals between the PS and PL via the EMIO
- 64 Inputs, 128 outputs (64 true outputs and 64 output enables)
« The function of each GPIO can be dynamically programmed on an individual or group basis
- Enable, bit or bank data write, output enable and direction controls
« Programmable Interrupts on individual GPIO basis
o Status read of raw and masked interrupt

- Positive edge, negative edge, either edge, high level, low level sensitivities

Gigabit Ethernet Controllers (Two)

«  RGMIl interface using MIO pins and external PHY

- Additional interface using PL SelectlO and external PHY with additional soft IP in the PL
« SGMIl interface using PL GTP or GTX transceivers

« Built-in DMA with scatter-gather

- |EEE 802.3-2008 and IEEE 1588 revision 2.0

«  Wake-on capability
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USB Controllers: Each as Host, Device or OTG (Two)

« USB 2.0 high speed on-the-go (OTG) dual role USB host controller or USB device controller
operation using the same hardware

« MIO pins only (one USB controller is available in the 7x010 device)

«  Built-in DMA

« USB 2.0 high speed device

« USB 2.0 high speed host controller

« The USB host controller registers and data structures are EHCl compatible

« Direct support for USB transceiver low pin interface (ULPI). The ULPI module supports 8 bits
« External PHY required

« Support up to 12 endpoints

SD/SDIO Controllers (Two)

« Bootable SD Card mode (option)

«  Built-in DMA

+ Host mode support only

« Support for version 2.0 of SD specification

« Full speed and low speed support

« 1-bit and 4-bit data interface support

+ Low speed clock 0-400 kHz

« Support for high speed interface

« Full speed clock 0-50 MHz with maximum throughput at 25 MB/s
« Support for memory, 1/0, and combination cards
« Support for power control modes

« Support for interrupts

« 1 KB Data FIFO interface

SPI Controllers (Two): Master or Slave

Four wire bus: MOSI, MISO, SCLK, SS
e Full-duplex operation offers simultaneous receive and transmit
¢ Master mode
Manual or auto start transmission of data
Manual or auto slave select (SS) mode
Supports up to three slave select lines
Allows the use of an external peripheral select 3-to-8 decode

Programmable delays for data transmission
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« Slave mode
- Programmable start detection mode
¢ Multi-master environment
- Drives into 3-state if not enabled
- ldentifies an error condition if more than one master detected
« Supports 50 MHz maximum external SPI clock rate through MIO
o 25 MHz maximum through EMIO to PL SelectlO pins
« Selectable master clock reference
« Programmable master baud rate divisor
« Supports 128-byte read and 128-byte write FIFOs
- Each FIFO is 8-bit wide
« Programmable FIFO thresholds
« Supports programmable clock phase and polarity
« Supports manual or auto start transmission of data
« Software can poll for status or function as interrupt-driven

« Programmable interrupt generation

CAN Controllers (Two)

e Conforms to the ISO 11898 -1, CAN 2.0A, and CAN 2.0B standards

e Supports both standard (11-bit identifier) and extended (29-bit identifier) frames
e Supports bit rates up to 1 Mb/s

« Transmit message FIFO with a depth of 64 messages

« Transmit prioritization through one high-priority transmit buffer

e Support of watermark interrupts for TxFIFO and RxFIFO

« Automatic re-transmission on errors or arbitration loss in normal mode
« Receive message FIFO with a depth of 64 messages

« Acceptance filtering of four acceptance filters

« Sleep mode with automatic wake-up

« Snoop mode

« Loopback mode for diagnostic applications

« Maskable error and status interrupts

« 16-bit time stamping for receive messages

« Readable error counters

UART Controllers (Two)

« Programmable baud rate generator
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« 64-byte receive and transmit FIFOs

e 6,7, or 8 data bits

« 1,1.5, or 2 stop bits

« 0dd, even, space, mark, or no parity

« Parity, framing and overrun error detection

« Line-break generation and detection

« Automatic echo, local loopback, and remote loopback channel modes

« Interrupts generation

« Rxand Tx signals are on the MIO and EMIO interfaces

« Modem control signals: CTS, RTS, DSR, DTR, RIl, and DCD are available on the EMIO interface

12C Controllers (two)

e Supports 16-byte FIFO
» 12C bus specification version 2
+ Programmable normal and fast bus data rates
« Master mode
o Write transfer
o Read transfer
- Extended address support
o Support HOLD for slow processor service
- Supports TO interrupt flag to avoid stall condition
« Slave monitor mode
+ Slave mode
- Slave transmitter
- Slave receiver
- Extended address support
o Fully programmable slave response address
- Supports HOLD to prevent overflow condition
- Supports TO interrupt flag to avoid stall condition
« Software can poll for status or function as interrupt-driven device

+ Programmable interrupt generation

PS MIO 1/0s

The PS MIO 1/0O buffers are split into two voltage domains. Within each domain, each MIO is
independently programmable.

- Two I/O voltage banks

- Bank 0 voltage bank consists of pins 0:15
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Bank 1 voltage bank consists of pins 16:53
« MIO voltage levels can be programmed per bank.
1.8 and 2.5/3.3 volts
CMOS single ended or HSTL differential receiver mode

1.3 Programmable Logic Features and Descriptions

The PL provides a rich architecture of user-configurable capabilities.

« Configurable logic blocks (CLB)
6-input look-up tables (LUTs)
Memory capability within the LUT
Register and shift register functionality
Cascadeable adders
* 36 Kb block RAM
Dual port
Up to 72-bits wide
Configurable as dual 18 Kb
Programmable FIFO logic
Built-in error correction circuitry
- Digital signal processing — DSP48E1 Slice
25 x 18 two's complement multiplier/accumulator high-resolution (48 bit) signal processor
Power saving 25-bit pre-adder to optimize symmetrical filter applications
Advanced features: optional pipelining, optional ALU, and dedicated buses for cascading
« Clock management
High-speed buffers and routing for low-skew clock distribution
Frequency synthesis and phase shifting
Low-jitter clock generation and jitter filtering
« Configurable 1/Os
High-performance SelectlO technology
High-frequency decoupling capacitors within the package for enhanced signal integrity

Digitally controlled impedance that can be 3-stated for lowest power, high-speed 1/0
operation

High range (HR) I/Os support 1.2V to 3.3V
High performance (HP) I/Os support 1.2V to 1.8V (7z030, 72035, 7z045, and 7z100 devices)
« Low-power gigabit transceivers (7z012s, 7z015, 7z030, 72035, 7z045, and 7z100 devices)
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High-performance transceivers capable of up to 12.5 Gb/s (GTX) in 7z030, 7z035, 7z045 and
72100 devices

High-performance transceivers capable of up to 6.25 Gb/s (GTP) in 7z012s and 7z015
devices

Low-power mode optimized for chip-to-chip interfaces

Advanced transmit pre- and post-emphasis, and receiver linear (CTLE) and decision
feedback equalization (DFE), including adaptive equalization for additional margin

« Analog-to-digital converter (XADC)

o

o

o

o

o

Dual 12-bit 1 MSPS analog-to-digital converters (ADCs)
Up to 17 flexible and user-configurable analog inputs
On-chip or external reference option

On-chip temperature and power supply sensors

Continuous JTAG access to ADC measurements

« Integrated interface blocks for PCI Express designs (7z015, 7z030, 72035, 7z045, and 7z100
devices)

o

o

o

Compatible to the PCI Express base specification 2.1 with Endpoint and Root Port capability
Supports Gen1 (2.5 Gb/s) and Gen2 (5.0 Gb/s) speeds

Advanced configuration options, advanced error reporting (AER), and end-to-end CRC
(ECRC) advanced error reporting and ECRC features

1.4 Interconnect Features and Description

Zynq-7000 SoC devices uses several interconnect technologies, optimized to the specific
communication needs of the functional blocks. For more information, refer to the block diagram in
Figure 1-1 or a more detailed diagram in Figure 5-1.

1.4.1 PS Interconnect Based on AXI High Performance Datapath

Switches

« OCM interconnect

o

o

Provides access to the 256 KB memory from the central interconnect and the PL

CPUs and ACP interfaces have the lowest latency access to OCM through the SCU

« Central interconnect

o

The central interconnect is 64 bits, connecting the IOP and DMA controller to the DDR
memory controller, on-chip RAM, and the AXI_GP interfaces (through their switches) for the
PL logic

Connects the local DMA units in the Ethernet, USB and SD/SDIO controllers to the central
interconnect

Connects masters in the PS to the IOP
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1.4.2 PS-PL Interfaces

The

PS-PL interface contains all the signals available to the PL designer for integrating the PL-based

functions and the PS. There are two types of interfaces between the PL and the PS.

1.

AXI

Functional interfaces which include AXI interconnect, extended MIO interfaces (EMIO) for most
of the I/O peripherals, interrupts, DMA flow control, clocks, and debug interfaces. These signals
are available for connecting with user-designed IP blocks in the PL.

Configuration signals which include the processor configuration access port (PCAP),
configuration status, single event upset (SEU) and Program/Done/Init. These signals are
connected to fixed logic within the PL configuration block, providing PS control.

functional interfaces:

AXI_ACP

- One 64-bit cache coherent slave port in the APU interfaces to a PL master port

- Connects to the snoop control unit for cache coherency between the CPUs and the PL
AXI_HP, four high performance/bandwidth master ports on the PS AXI interconnect

o 32-bit or 64-bit data master interfaces (independently programmed)

- Efficient resizing in 32-bit slave interface configuration mode

- Efficient upsizing to 64-bits for aligned 32-bit transfers in 32-bit slave interface
configuration mode

- Automatic expansion to 64 bits for unaligned 32-bit transfers in 32-bit slave interface
configuration mode

- Dynamic command upsizing translation between 32-bit and 64-bit interfaces, controllable
through AxCACHE[1]

- Separate R/W programmable issuing capability for read and write commands
- Programmable release threshold of write commands
- Asynchronous clock frequency domain crossing for all AXI interfaces between the PL and PS

- Smoothing out of “long-latency” transfers using 1 KB (128 by 64 bits) data FIFOs for both
reads and writes

- QoS signaling available from PL ports
- Command and data FIFO fill-level counts available to the PL
o Standard AXI 3.0 interfaces supported

- Large slave interface read acceptance capability in the range of 14 to 70 commands (burst
length dependent)

- Large slave interface write acceptance capability in the range of 8 to 32 commands (burst
length dependent)

AXI_GP, four general purpose ports

o Two, 32-bit master interfaces

- Two, 32-bit slave interfaces

- Asynchronous clock frequency domain crossing for all AXI interfaces between the PL and PS

o Standard AXI 3.0 interfaces supported
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1.5 System Software

Xilinx provides device drivers for all of the I/O peripherals. These device drivers are provided in
source format and support bare-metal or stand-alone and Linux. An example first-stage boot loader
(FSBL) is also provided in source code format. The source drivers for stand-alone and FSBL are
provided as part of the Xilinx IDE Design Suite Embedded Edition. The Linux drivers are provided
through the Xilinx Open Source Wiki at wiki.xilinx.com

Refer to UG821, Zyng-7000 Software Developers Guide for additional information.

In addition, Xilinx Alliance Program partners provide system software solutions for IP, middleware,

operation systems, etc. Refer to the Zynq-7000 landing page at www.xilinx.com/zynq for the latest
information.
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Signals, Interfaces, and Pins

2.1 Introduction

This chapter identifies the user visible signals and interfaces in Zyng-7000 SoC devices. The
interfaces and signals are organized into major groups as shown in Figure 2-1. The Zyng-7000 SoC
devices consist of a Processing System (PS) with a Xilinx Artix™-7 or Kintex™-7 based Programmable
Logic (PL) block.

2.1.1 Notices

72007s and 72010 CLG225 Devices
The 7z007s single core and 7z010 dual core CLG225 devices (225 pin packages) support 32 MIO pins

and at most one Ethernet interface through the MIO pins. This is shown in the MIO table in
2.5.4 MIO-at-a-Glance Table. One or both of the Ethernet controllers can interface to logic in the PL.

PS-PL Voltage Level Shifters
All of the signals and interfaces that go between the PS and PL traverse a voltage boundary. These
input and output signals are routed through voltage level shifters that must be enabled and disabled

during the power-up and power-down sequences of the PL. For more information on the voltage
level shifters, refer to section 2.4 PS-PL Voltage Level Shifter Enables.

Pin Timing and Voltage Specifications

Refer to the Zyng-7000 SoC Data Sheet for timing and pin voltage information.
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Zynq 7000 Device Boundary

Processing
System (PS) I AXI Interfaces | | — Programmable —
| | — Logic (PL) —
| | M_AXIGPx2 ||
| | s_AxiLGPx2 ||
| S_AXI_HP x4 | |
| S_AXI_ACP x1 | |
| |
: PS Signals : {__M_isc:P_L"___i e
| and Interfaces i Signals | | PL Signals |
|
' PS_CLK, I ' FCLKs : | | User selectio :
: POR_RST_N, : : I Lo —
| SRST_N | | IRQ,Event, |1 ! XADC |
| I | | Standby | : — |
|
: DDR Memory : : ' | 1| zynq7z012s, :
| I | | DMA Reqg/Ack | || 7z015, 72030, |
| USB | | I | I'| 72035,72045, |
| I | I| DDR A ' : and 7z100 |
| Quad-SPI | | AXI Idle, : | MEggEbt
: | | : SRAM Int | | Transceivers :
| NAND, : | I [ (MGTX) |
| NOR/SRAM | | | FTMDTrace, || L _—____] [
L - — J | FTMT Trigs |
o — |
MIO Pins, EMIO Signals, JTAG
GigE, SDIO,
SPI, I12C, CAN, UART,
GPIO, TTC, SWDT
PS Power Pins EMIO PL Power Pins
I
BootMode | MIO [— JTAG

UG585_c2_01_091916

Figure 2-1: Signals, Interfaces, and Pins
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2.2 Power Pins

The PS and PL power supplies are fully independent, however the PS power supply must be present
whenever the PL power supply is active. PL power up needs to maintain a certain timing relationship
with the POR reset signal of the PS. For more details refer to section 6.3.3 BootROM Performance:
PS_POR_B De-assertion Guidelines, page 179.

The PS includes an independent power supply for the DDR 1/O and two independent voltage banks
for MIO. The power pins are summarized in Table 2-1. The voltage sequencing and electrical
specifications are shown in the applicable Zyng-7000 SoC data sheet. Also refer to the

Zyng-7000 SoC packaging and pin documents for more information.

Table 2-1: Power Pins

Type Pin Name Nominal Voltage Power Pin Description
VeepInT 1.0V Internal logic
Vcepaux 1.8V I/0 buffer pre-driver
PS Power Vcco por 1.2V to 1.8V DDR memory interface
Veco Mioo 1.8V to 3.3V MIO bank 0O, pins 0:15
Veco mion 1.8V to 3.3V MIO bank 1, pins 16:53
VeepLl 1.8V Three PLL clocks, analog
VeenT 1.0V Internal core logic
Veeaux 1.8V I/O buffer pre-driver
PL Power Veco # 1.2V to 3.3V I/0O buffers drivers (per bank)
Ve BaTT 1.5V PL decryption key memory backup
Vecaram 1.0V PL block RAM
Vecaux 10_G# 1.8V to 2.0V PL auxiliary 1/0O circuits
XADC \(gilCD:%C(’Z N/A Analog power and ground.
Ground GND Ground Digital and analog grounds

Note: Refer to the respective data sheet for recommended operating conditions.
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2.3 PS1/0O Pins

A summary of the dedicated PS signal pins is shown in Table 2-2.

&

CAUTION! For MIO pins, the allowable Vin High level voltage depends on the settings of the
slcr.MIO_PIN_xx [IO_Type] and [DisableRcvr] bits. These restrictions and the restrictions for all I/0 pins
are defined in the Zyng-7000 SoC data sheets. Damage to the input buffer can occur when the limits

are exceeded.

Table 2-2: PS Signal Pins
2yna 7000 2007
Group Name Type FaPr:1r:Iy Device |Voltage Node Description
Count(®) | Pin
Count
Clock |PS_CLK I 1 1 Veco mioo | System reference clock. See Chapter 25, Clocks.
Power on reset, active low. See Chapter 26, Reset
PS_POR_B | 1 1 Veco Moo | petem. P
Reset Debug system reset, active Low. Forces the system
PS_SRST_B 1 1 Vcco mio1 | to enter a reset sequence. See Chapter 26, Reset
System.
PS_MIO[15:0] I/0 16 16 Vcco mioo | Refer to section 2.5 PS-PL MIO-EMIO Signals and
Interfaces and UG865, Zyng-7000 SoC Package and
PS_M|0[5316] 1/0O 38 16 VCCO_M|O1 Pinout Guide.
MIO
Voltage reference for RGMII input receivers, refer to
PS_MIO_VREF Ref 1 0 Veco mior | UG933, Zyng-7000 SoC PCB Design and Pin
Planning Guide.
PS_DDR_xxx 1/0 73 51 Vcco ppr | See Chapter 10, DDR Memory Controller.
DDR DClI voltage reference pins, refer to UG933,
DDR PS_DDR_VRIN.PT | N/A 2 ! Zyng-7000 SoC PCB Design and Pin Planning Guide.
Voltage reference for DDR DQ and DQS differential
PS_DDR_VREF Ref 4 4 ~ input receivers, refer to UG933, Zyng-7000 SoC PCB
Design and Pin Planning Guide.
Notes:

1. Does not include 7z007s single core and 7z010 dual core CLG225 devices.

Zynq-7000 SoC Technical Reference Manual

72007s and 7z010 Devices

The 7z007s single core and 7z010 dual core CLG225 devices (225 pin packages) have fewer pins than
the other Zyng-7000 SoC devices (see Table 2-2). Details for DDR and MIO pins can be found in
Chapter 10, DDR Memory Controller and section 2.5.3 MIO Pin Assignment Considerations,
respectively. There is more information about the CLG225 devices in section 1.1.3 Notices.

UG585 (v1.12.2) July 1, 2018

www.Xilinx.com

l Send Feedback I 45



http://www.xilinx.com/support/documentation/user_guides/ug865-Zynq-7000-Pkg-Pinout.pdf
http://www.xilinx.com
http://www.xilinx.com/support/documentation/user_guides/ug933-Zynq-7000-PCB.pdf
http://www.xilinx.com/support/documentation/user_guides/ug933-Zynq-7000-PCB.pdf
http://www.xilinx.com/support/documentation/user_guides/ug933-Zynq-7000-PCB.pdf
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=45

i: X”.'NX Chapter 2: Signals, Interfaces, and Pins

2.4 PS—-PL Voltage Level Shifter Enables

All of the signals and interfaces that go between the PS and PL traverse a voltage boundary. These
input and output signals are routed through voltage level shifters. The majority of the voltage level
shifters are enabled by the slcr.LVL_SHFTR_EN register. The voltage level shifter enables for some
PS-PL traversing signals are controlled with the PL power state. These include signals for the XADC,
PL, and EMIO JTAGs; the PCAP interface; and other modules.

The enabling and disabling of the voltage level shifters must be managed during the PL power-up
and power-down sequences to avoid extraneous logic level transitions on the input signals to the PS
modules. Disable the voltage level shifters before the PL is powered down. Similarly, enable the level
shifters after the PL is powered up and before the signals are used. The PS must be powered on to
program the logic in the PL.

Example: Power-up Sequence

1. Power-up the PL. Refer to the data sheet for voltage sequencing requirements. The
slcr.LVL_SHFTR_EN register should be equal to 0x0.

2. Enable the PS-to-PL level shifters. Write 0x0A to the slcr.LVL_SHFTR_EN register.
Program the PL.

4. Wait for the PL to be programmed. Read devcfg.INT_STS [PCFG_DONE_INT] until = 1 to
indicate that the DONE signals has asserted.

5. Enable the PL-to-PS level shifters. Write 0x0F to the slcr.LVL_SHFTR_EN register.

6. Begin to use the signals and interfaces between the PS and PL.
Example: Power-down Sequence

1. Stop using the signals and interfaces between the PS and PL.

2. Disable the voltage level shifters. Write 0x0 to the slcr.LVL_SHFTR_EN register.
3. Power-down the PL. Refer to the data sheet for voltage sequencing requirements.
4

Leave the slcr.LVL_SHFTR_EN register = 00 when the PL is powered down.

TIP: Functionally, there is no reason to enable the voltage level shifters until the PL is fully configured.

O The PS does not allow the voltage level shifters to be enabled until the PL global signals indicate that
it is safe to do so. The PL is fully programmed when the PL DONE signal is High. The PL DONE signal
(s tracked as an interrupt in the DevC subsystem.
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2.5 PS-PL MIO-EMIO Signals and Interfaces

The MIO is fundamental to the 1/O peripheral connections due to the limited number of MIO pins.
Software programs the routing of the I/0 signals to the MIO pins. The I/O peripheral signals can also
be routed to the PL (including PL device pins) through the EMIO interface. This is useful to gain
access to more device pins (PL pins) and to allow an 1/O peripheral controller to interface to user
logic in the PL. See Figure 2-2.

EMIO m===77 |
Interface | | | |
| |
| |—|—>
PS : PL | ;! |
|
: | PL : - *:* ~ 7 PL User
! | ==t Pins
T ™ |
AHB | I |
Masters | I 1
— ! |
PS 1/0 o Lo e
AHB | Peripherals 95
Slaves (IOP) al3
|m
o r—— - |
|
APB .
Slaves |
- - |
MIO ¢ |PsSMIO
Multiplexer r——>——{Pins
| |
|
|
***** 1

UG585_c2_02_101612

Figure 2-2: MIO-EMIO Overview

2.5.1 1/0 Peripheral (IOP) Interface Routing

The I/0 multiplexing of the I/O controller signals differs; that is, some IOP signals are solely available
on the MIO pin interface, some signals are available via MIO or EMIO, and some of the interface
signals are only accessible via EMIO. Some of the routing capabilities for each 1/O peripheral are
shown in Table 2-3. The details for each IOP are included in the chapter that describes the IOP. MIO
pin assignment possibilities are illustrated in section 2.5.4 MIO-at-a-Glance Table.

Note: The routing of the IOP interface 1/O signals must be done as a group; that is, the signals must
not be split and routed to different MIO pin groups. For example, if the SPI 0 CLK is routed to MIO
pin 40, then the other signals of the SPI 0 interface must be routed to MIO pins 41 to 45. Similarly,
the signals within an IOP interface must not be split between MIO and EMIO. However, unused
signals within an IOP interface do not necessarily need to be routed. Unused signals can be
configured as a GPIO.
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Table 2-3: 1/0 Peripheral MIO-EMIO Interface Routing
Peripheral MIO Routing EMIO Routing Cross Reference
Clock In, Wave Out. Clock In, Wave Out.
TTC [0,1] One pair of signals from | Three pairs of signals See Chapter 8, Timers
each counter. from each counter.
SWDT Clock In, Reset Out Clock In, Reset Out See Chapter 8, Timers
Parallel NOR/SRAM and . See Chapter 11, Static Memory
SMC NAND Flash Not available Controller
Quad-SPI [0,1] Serial, dual and quad Not available See Chapter 12, Quad-SPI Flash
modes Controller
SDIO [0,1] 50 MHz 25 MHz See Chapter 13, SD/SDIO Controller
64 GPIO channels with
GPIOS Up to 54 1/0 channels input, output, 3-state See Chapter 14, General Purpose 1/O
(GPIO Banks 0 and 1) control (GPIO banks 2 (GPIO)
and 3)
USB [0,1] Host, device, and OTG Not available See Chapter 15, USB Host, Device, and

OTG Controller

See Chapter 16, Gigabit Ethernet

3-state for TDO

(M
Ethernet [0,1] RGMII v2.0 MIl/GMII Controller
SPI [0,1] 50 MHz Available See Chapter 17, SPI Controller
ISO 11898 -1, .
CAN [0,1] CAN 2.0A/B Available See Chapter 18, CAN Controller
Simple UART: TX, RX, DTR, DCD, DSR,
UART [0,1] Two pins (TX/RX) RI, RTS and CTS See Chapter 19, UART Controller
12C [0,1] SCL, SDA {0, 1} SCL, SDA {0, 1} See Chapter 20, I12C Controller
PITAG TCK, TMS, TDI, TDO TCK, TMS, TDI, TDO, See Chapter 27, JTAG and DAP

Subsystem

Trace Port 1U

Up to 16-bit data

Up to 32-bit data

See Chapter 28, System Test and Debug

Notes:

1. When the Ethernet MII/GMII interface is routed through EMIO, other MIl interfaces (e.g., RMII, RGMII, and SGMII)
can be derived using appropriate shim logic in the PL that attaches to PL pins.

2.5.2 IOP Interface Connections

For most peripherals, there is flexibility in where the I/O signals can be mapped. The routing
capabilities are shown in Figure 2-4. For example, the XPS design software includes up to 12 possible
MIO port mappings for CAN, or, if selected, a path to the EMIO interface. The peripheral system
connection diagram is shown in Figure 2-3.

The majority of the I/O signals for PS peripherals, other than USB, can be routed to either the PS pins
through the MIO, or to the PL pins through the EMIO. Most peripherals also maintain the same
protocol between MIO and EMIO, except Gigabit Ethernet. To reduce pin count, a 4-bit RGMII
interface runs through the MIO at a 250 MHz data rate (125 MHz clock with a double data rate). The
route through the EMIO includes an 8-bit GMII interface running at a 125 MHz data rate. The USB,
Quad-SPI, and SMC interfaces are not available to the EMIO interface to the PL.
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On the interconnect side, the USB, Ethernet and SDIO peripherals are connected to the central
interconnect to service the six DMA masters. Software accesses the slave-only Quad-SPI and SMC
peripherals via the AHB interconnect. The GPIO, SPI, CAN, UART, and 12C save-only controllers are
accessed via the APB bus. All control and status registers are also accessed via the APB interconnect
except for the SDIO controllers which each have two AHB interfaces. This architecture is designed to
balance the bandwidth needs of each controller interface.

PS

Central
Interconnect
AXI 32

Slave
Interconnect
AXI 32

Slave
AXI 32

£l

7]

7

[=L[=] == ][]

elalglzizlzlli

J | PLL ||Boot Devicesl

VMODE

___Dervice
Boundary

WAVE_OUT \
SWDT TTC1,0 CLK_IN
IOPs T , reseT_out _[MIO
-, CLK_IN
AHB 32 MIO
apB e UsB O [“1toEMIO ULPIO [0]
Regs — Port/PWR 0 EMIO
AHBS2 _IFoVA —> Port/PWR IO
APB USB 1 ULPI 1
Regs [1]
MDIO 0
A
AHB32 T oo RGMIO | \io
APB Regs Gige 0 Port 2]
AHB 32 RGMII 1
DMA
APB|— GigE 1 ng:tm
€gs MIO
AHB 32 GMIl via EMIO 6]
DMA
»| Regs SDIO 0 |+ SDIO 0
MIO
"] aHB 32 = . Sbio1 7]
AHB 32 SDIO 1 < Iw
B Regs to EMIO
AHB 32 M{'g]
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AXI 32 Quad SPI 0 Qspio
APB 1 Regs
AXI 32 = ospl MIO
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2::332 Data Path NAND S |I| | mc | MIO
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J_ To APB slave ports for Regs
GPIO
APB Control, GPIO Banks 0 & 1
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APB | e— MIO
CAN {0, 1} [52]
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UART {0, 1} |
APB - MIO
o o F 3
— -
EMIO e '
e
| Programmable Logic (PL)
e o o o o o e e e e e e e e e e e e — — —

Figure 2-3:
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2.5.3 MIO Pin Assignment Considerations

)¢

Normally, each pin is assigned to one function. One exception to this is the dual use boot mode
strapping resistors (MIO [2:8]).

IMPORTANT: There are several important MIO pin assignment considerations. The MIO-at-a-Glance
table, the interface routing table, and these pin assignment considerations are helpful when doing pin
planning.

Interface Frequencies: The clocking frequency for an interface usually depends on device speed
grade and whether the interface is routed via MIO or EMIO. The possible routing paths for each
interface are listed in Table 2-3, page 48. The maximum clock frequency that can be used for each
speed grade and routing path are defined in the Zyng-7000 SoC data sheets.

Two MIO Voltage Banks: The MIO pins are split across two independently configured sets of I/O
buffers: Bank 0, MIO[15:0] and Bank 1, MIO[53:16]. The signalling voltage is initially configured using
the VMODE boot mode strapping pins. Each bank can be configure for 1.8V signalling or 2.5V/3.3V.

Boot Mode Strapping Pins: These pins can be assigned to I/O peripherals in addition to functioning
as boot mode pins. MIO pins [8:2], define the boot device, the initial PLL clock bypass mode, and the
voltage mode (VMODE) for the MIO banks. The strapping pins are sampled a few PS_CLK clock cycles
after the PS_POR_B reset signal de-asserts. The board design ties these signals to VCC or ground
using 20 KQ pull-up and pull-down resisters. More information about the boot mode pin settings is
provided in Chapter 6, Boot and Configuration.

1/0 Buffer Output Enable Control: The output enable for each MIO 1/0 buffer is controlled by a
combination of the setting of the three-state override control bit, the selected signal type (input-only
or not), and the state of the peripheral controller. The three-state override bit can be controlled from
either of two places: the slcr.MIO_PIN_xx [TRI_LENABLE] register bit or the slcr.MIO_MST_TRI register
bits. These bits control the same flip-flop to help control the three-state signal of the 1/O buffer. The
I/0 buffer output is enabled when the three-state override control bit = 0 and either the signal is an
output-only or the I/O peripheral desires to drive a signal that is configured as I/0.

Boot from SD Card: The BootROM expects the SD card to be connected to MIO pins 40 through 45
(SDIO 0 interface).

Static Memory Controller (SMC) Interface: Only one SMC memory interface can be used in a
design. The SMC controller consumes many of the MIO pins and neither of the SMC memory
interfaces can be routed to the EMIO.

For example, if an 8-bit NAND Flash is implemented, then Quad-SPI, is not available and the test port
is limited to 8-bits. If a 16-bit NAND Flash is implemented, then additional pins are consumed.
Ethernet 0 is not available. The SRAM/NOR interface consumes up to 70% of the MIO pins,
eliminating Ethernet and USB 0.

The SRAM/NOR upper address pins are optional, as appropriate for the attached device. Also note
that the SMC interface straddles the two MIO voltage banks.
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Quad-SPI Interface: The lower memory Quad-SPI interface (QSPI_0) must be used if the Quad-SPI
memory subsystem is to be used. The upper interface (QSPI_1) is optional and is only used for a
two-memory arrangement (parallel or stacked). Do not use the Quad-SPI 1 interface alone.

MIO Pins [8:7] are Outputs: These MIO pins are available as output only. GPIO channels 7 and 8 can
only be configured as outputs.

MIO Pins in 72007s and 7z010 CLG225 Devices: 7z010 dual core and 7z007s single core CLG225
devices have 32 MIO pins, 0:15, 28:39, 48, 49, 52, and 53. All other Zyng-7000 SoC devices include all
54 MIO pins and all devices have the same EMIO interface functionality. Refer to section

1.1.3 Notices.

The 32 MIO pins available in the 7z007s and 7z010 devices restrict the functionality of the PS:

e Either one USB or one Ethernet controller via MIO
*  No boot from SD Card

«  No NOR/SRAM interfacing

«  Width of NAND Flash limited to 8 bits
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2.5.4 MIO-at-a-Glance Table

Table 2-4 presents MIO information in a compact format for easy reference; the gray boxes represent
signals that are not usable in devices with CLG225 packages (7z010 dual core and 7z007s single core
devices). Refer to section PS-PL MIO-EMIO Signals and Interfaces for background information. This
section also includes important pin assignment considerations. GPIOs are available for each MIO pin.
Pins 0-31 are controlled by GPIO bank 0. Pins 32-53 are controlled by GPIO bank 1. MIO7 and MIO8
can only be used as outputs.

Table 2-4: MIO-at-a-Glance

MIO Voltage Bank 0
Package Bank 500

MIO Voltage Bank 1 Package Bank 501

012345678911111111112222222222333333333344444444445555
0123 5|6 8/9/0(1/2/3/4/5/6/7/8/9/0/1(2/3/4/5/6/7|8/9/0/1/2/3(4/5/6/7|8/9/0/1/2/3
Pins not available in Pl et el T
. 72010 and 7z007s
72010 and 7z007s CLG225 devices CLG225 devices
BOOT_MODE |rhe 20k ohm Boot Modd Ethernet 0 Ethernet 1 MDIO
pull-up/down resistors
Device |plll V | aresampled at Reset. 32 tx data gl Z)Ii rx data cri(l 32 tx data gl 32 rx data 3(' ck d
Quad SPI 0 Quad SPI 1 UsSB 0 USB 1
cs|cs]io io io o s fb] s io io io io da . st nx da ,. st nx
1lolo 1 2 3ad lkkiko 1 2 3 ta dlrp t data ck data ta dlrp t data ck data
1,0 SPI'1 SPI O SPI'1 SPIO SPI'1 SPIO SPI'1
SPI mo|mi k5515555 ke mi| ss|ss|ss momo/mi kI S5155155] ke mi|ss|ss|ss momo/mi ck|S5155155 ek mi| ss|ss|ss momo/mi ck|SS|Ss |58
si [so 0]1]2 so|0|1]2]si]si|so 0|1]2 so|0]1|2]si]si|so 0/1]2 so/0|1]2]si]si|so 0/1]2
1,0 SDIO 1 SDIO 0 SDIO 1 SDIO 0 SDIO 1 SDIO 0 SDIO 1
SDIO io r(r:n:kio io iockr%io iolio|iolio r%ckio io iock;io io|io|iolio r(r:1cki0 io iock;io io|io|ioio r::'lckio io|io
0 1123 0|1/2]3]|0 1123 0[1|2]3]|0 1123 0[1|2[3]0 11213
d d d d d d d
SD Card Detect and Write Protect are available in any of the shaded positions in any combination of the four signals.
o[1]2[3]4]s]6]  [9]10]11[12[13[14[15]16]17[18]19]20]21]22[23[24]25]26]27[28]29]30[31]32] 33]34[35]36[3738[39]40]41]42]43]44[ 45| 46[47]48]49]50]51]52]53

SD Card Power Controls are available on an odd/even pin basis that corresponds to SDIO controllers 0 and 1.
o[1]o]1]o]1]o1]o]1]o]1]ol1]o]1]Jo1]ol1]o]1To]1To]1To]1]ol1]ol1Tol1]o]1]o]1]o]1]o][1]o]1]o][1]o]1]o]1]0]1]0]1
SMC interface choice: NOR/SRAM or NAND Flash

cs no da . MIO Pin 1 is optional:
olte data oebls data ta address [0:24] NOR/SRAM addr 25, cs 1 of gpio
| lewa2ioliOk gl o4~ 7 |iofou io8~15 NAND Flash

2.0 1 3 sy

1/1(1(1|1|1|1|1 2|2|2|2|2|2(2(2/2|2(3(3(3/3(3/3/3/3|3|3(/44/4|4/4/4|4|4/4/4/5/5|5|5
0(1/2/3|4|/5|/6/7|8/9/0/1/2|3/4/5/6|/7|8/9/0(1/2/3|4|5/6(/7|8|9|0(1/2/3|4|5|6/7|8/9(0/1|2|3
CAN 0 rx | tx rx|tx rx|tx rx | tx rx|tx rx|tx rx | tx rx|tx rx|tx rx | tx rx | tx
1 ‘tx‘rx tx‘rx tx‘rx txlrx tx|rx tx‘rx tx‘rx txlrx tx|rx tx‘rx tx‘rx tx|rx
CAN External Clocks are optionally available on any pin in any combination

rx | tx rx|tx rx|tx rx | tx rx|tx rx|tx rx | tx rx|tx rx|tx rx | tx rx | tx
UART

-
-

0/1/2/3/4/56/7 89

‘tx‘rx tx‘rx tx‘rx tx‘rx tx|rx tx‘rx tx‘rx tx‘rx tx|rx tx‘rx tx‘rx tx|rx
ck|d ck|d ck|d ck|d ck|d ck|d ck|d ck|d ck|d ck|d ck|d
k] d ck| d ck| d k| d k| d k] d ck| d ck| d k| d ck| d ck| d
TTC 0 |Clk In, Wave Out w|ck w‘ck w ‘ck
TTC 1 |Clk In, Wave Out w ‘ck W‘Ck w|ck
SWDT | Clk In, Reset Out [ck| r ‘ck[ r ‘ck‘ r |ck‘ r ‘ck[ r

GPIOs are available for each MIO pin. Pins 0 ~ 31 are controlled by GPIO bank 0. Pins 32 ~ 53 are controlled by GPIO bank 1.

12C

0
1
0
1

System
Timers

o[1]2]3]4]5]6[7][8]9]10[11]12]13[14[15]16]17]18[19]20][21]22]23[24]25]26]27]2829]30]31]32|33|34/35]36]37|38[39/40]41]42[43]44]45] 46]47]48]49]50]51]52]53]
PJTAG Interface tjt|t|t tjt|t|t t{t|t|t tjt t)t
di |do|ck|ms| di |do|ck|ms| di |do|ckms di |do|ckms
ck|ctl cklctl Clock and Control
[8]910[11[12]13]14]15] 23 ol1]4]slel7] [2]3 0[1] Data Trace Port User Interface
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2.5.5 MIO Signal Routing

Signal routing through the MIO is controlled by the MIO_PIN_[53:0] configuration registers located
in the slcr registers set. The MIO multiplexes and de-multiplexes the various input and output signals
to the MIO pins using four stages of multiplexing, as shown in Figure 2-4. The high-speed data
signals (such as RGMII for Gigabit Ethernet and ULPI for USB) are routed through only one
multiplexer stage. The slower signals (such as the UART and 12C ports) are routed through all four
multiplexer stages. The routing for each MIO pin is independently controlled by multiple bit fields in
each MIO_PIN register.

Level 3 Muxing Inputs to
Input Tie-Offs Controllers
0 . —_—
To Program Muxing
1 EMIO
> Levels, refer to the
Controller 3 select fields in Registers Controller
Outputs 4 MIO_PIN_[53:00] Other | _ Input
5 MIO M
6 Pins .
—_—]
7 —
Level 2 Muxing
0
Controller 1
Outputs 2
Level 1 Muxing
Controller
Outputs Output
from [ .
Controllers Level 0 Muxing .
MIO Pin
0 r———n
Notice: Not all mux Controller | |
inputs are populated Output [ ], 7™
with controller outputs. —

UG585_c2_04_042312
Figure 2-4: MIO Signal Routing

Any of the MIO pins can be programmed to be an external CAN controller reference clock using the
CAN_MIOCLK_CTRL register.

2.5.6 Default Logic Levels

The inputs to the I/O peripherals are driven with default values when another source is not routed to
either the MIO or the EMIO. If an input is routed to EMIO, but the PL is powered down, then the same
default value is driven to the I/O peripheral. (See Figure 2-5.)

For MIO-only signals, the default signal input is driven when the MIO multiplexer does not route the
signal to an MIO pin.

For MIO-EMIO signals, the default signal input is driven when the MIO multiplexer does not route the
signal to an MIO pin (the signal defaults to the EMIO interface) and when the signal is programmed
to be routed through the EMIO, but the PL either does not drive the signal (not configured) or is not
able to drive it (powered down).
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The default input signal logic levels are designed to be benign to the I/O peripheral. As a precaution,
the related peripheral core should also be disabled when not in use. The logic levels are shown in the

signal tables in each chapter for each 1/O peripheral.

Programmable

|
|
: Logic
|

Voltage translation

and drives a default

|
|
| Input Signal | value to the MIO mux.
EMIO Input i Tie-Offs
EMIO Output I
L oo o o o ———— — — -l
EMIO|
MIOMux 4 neuts
E r—— ="
Subsystems — _:>
With MIO And [ C—_— _ 1
EMIO Routin —
9 N . MIO
yd * Pins
: r—— ="
— |1,
Subsystems [ !_ -
With MIO-only ——— [ -
Routing |—— —» N
Hardcoded
Tie-Offs
No Interface
Selected

Figure 2-5:

2.5.7 MIO Pin Electrical Parameters

&

UG585_c2_05_042312

Non-selected Controller Inputs

The MIO_PIN registers include bit fields to control the electrical pin characteristics of each I/0 Buffer
(GPIOB). This includes I/O buffer signaling voltage, slew rate, 3-state control, pull-up resistor, and

HSTL enable. These are summarized in Table 2-5. Refer to the applicable Zyng-7000 SoC data sheet
for electrical specifications.

Table 2-5: MIO 1/0 Buffer Programmable Parameters
1/0 Buffer MIO_PIN Register .
Parameter Bit Field Selections Comments
Signaling I/0_Type LVCMOS (18, 25, 33), HSTL Selects the drive and receiver type
HSTL Receiver(!) | DisableRcvr Enable, Disable Enable when 10_Type = HSTL
Slew Rate Speed Fast, Slow Selects edge rate for LVCMOS 1/0 types

3-State Control

3-State Control

Enable, Disable

Enables 3-state for all I/O types

Pull-up

Pull-up

Enable, Disable

Enables pull-up for all 1/0 types

Notes:

1. The HSTL receiver is useful for the GEM Ethernet PHY interface.

CAUTION! The allowable Vin High level voltage depends on the settings of the
sler.MIO_PIN_xx[IO_Type] and [DisableRcvr] bits. The restrictions are defined in the Zynq-7000 SoC
data sheets. Damage to the input buffer can occur when the limits are exceeded.
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VREF Source Considerations

The VREF pins for HSTL signaling can be from an internal or external source. The user should choose
based system design needs. The reference source is selected using the slcr.GPIOB_CTRL
[VREF_SW_EN] register bit.

2.6

PS—PL AXI Interfaces

The PS side of the AXI interfaces are based on the AXI 3 interface specification. Each interface
consists of multiple AXI channels. The interfaces are summarized in Table 2-6. Over a thousand
signals are used to implement these nine PL AXI interfaces.

Note: The PL level shifters must be enabled via LVL_SHFTR_EN before PL logic communication can
occur, refer to section 2.7.1 Clocks and Resets.

Table 2-6: PL AXI Interfaces

Interface L .
Name Interface Description Master | Slave Signals
M_AXI_GPO | PS PL Chapter 5, Interconnect has a
General Purpose (AXI_GP) i ;
M_AXI_GP1 pS pL is:f;c;?anc‘;(; describe each of these
S_AXI_GPO G b (AXLGP) PL PS The AXI signals are listed
eneral Purpose _ o divi : ; ;
S_AXI_GP1 P PL PS individually in section 5.6 PS-PL
AXI Interface Signals.
S_AX'_ACP Accelerator COherency P.ort, PL PS The AX'_ACP interface is also
cache-coherent transaction (ACP) described in multiple places in
Chapter 3, Application
S_AXI_HPO . . PL PS
- High Performance ports (AXI_HP) with Processing Unit, including section
S_AXI_HP1 read/write FIFOs and two dedicated PL PS 3.5.1 PL Co-processing
s AX| HP2 memory ports on DDR controller and oL bs Interfaces.
. a path to the OCM. The AXI_HP The PS interconnect is shown in
S AX| HP3 interfaces are known also as AFI. PL PS Figure 5-1

2.7

PS—PL Miscellaneous Signals

The programmable logic interface group contains miscellaneous interfaces between PS and the PL.
An input is driven by the PL and an output is driven by the PS. Signals might have suffixes where an
‘N' suffix indicates an active Low signal; otherwise the signal is active High. A 'TN’ suffix indicates an
active Low 3-state enable signal and is an output to the PL. Output signals to the PL are always driven
to either a High or Low level state.

PS-PL signal groups are identified in Table 2-7.
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Table 2-7: PS-PL Signal Groups

PS-PL Signal Group Signal Name Reference
PL clocks and resets FCLKx 2.7.1 Clocks and Resets
PL interrupts to PS IRQF2Px 2.7.2 Interrupt Signals
IOP interrupts to PL IRQP2Fx 2.7.2 Interrupt Signals
Events EVENTX 2.7.3 Event Signals
IdleAXI, DDR ARB, SRAM FPGA, DDR, EMIO 2.7.4 Idle AXI, DDR Urgent/Arb, SRAM
interrupt, FPGA Interrupt Signals
DMA controller DMACx 2.7.5 DMA Reqg/Ack Signals
EMIO signals EMIOx Table 2-3
USB port indicator and power | EMIOUSBx 15.16.3 MIO-EMIO Signals
control

Note: The PL level shifters must be enabled via the slcr.LlVL_SHFTR_EN register before PL logic
communication can occur, refer to section 2.7.1 Clocks and Resets.

2.7.1 Clocks and Resets

Clocks

The PS clock module provides four frequency-programmable clocks (FCLKs) to the PL that are
physically spread out along the PS—PL boundary. The clocks can also be individually controlled. The
FCLK clocks can be routed to PL clock buffers to serve as a frequency source.

Note: There is no guaranteed timing relationship between any of the four PL clocks and between
any of the other PS-PL signals. Each clock is independently programmed and operated. The
FCLKCLKTRIGN[3:0] signals are currently not supported. They must be tied to ground in the PL. The
FCLK clocks are described in Chapter 25, Clocks.

Resets

The PS reset subsystem provides four programmable reset signals to the PL. The reset signals are
controlled by writing to the slcr.FPGA_RST_CTRL SLCR[FPGA[3:0]_OUT_RST] bit fields. The resets are
independently programmed and are completely independent of the PL clocks and all other PS-PL
signals. The PS reset subsystem is described in Chapter 26, Reset System.

The PL clocks and resets are summarized in Table 2-8.

Table 2-8: PL Clock and Reset Signals

Type PL Signal Name 1/0 Reference
PL Clocks FCLKCLK[3:0] @]
Chapter 25, Clocks
PL Clock Throttle Control | FCLKCLKTRIG [3:0] |
PL Resets FCLKRESETN [3:0] O | Chapter 26, Reset System
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2.7.2 Interrupt Signals

The interrupts from the processing system I/O peripherals (IOP) are routed to the PL and assert
asynchronously to the FCLK clocks. In the other direction, the PL can asynchronously assert up to 20
interrupts to the PS. Sixteen of these interrupt signals are mapped to the interrupt controller as a
peripheral interrupt where each interrupt signal is set to a priority level and mapped to one or both
of the CPUs. The remaining four PL interrupt signals are inverted and routed to the nFIQ and nIRQ
interrupt directly to the signals to the private peripheral interrupt (PPI) unit of the interrupt
controller. There is an nFIQ and nIRQ interrupt for each of two CPUs. The PS to PL and PL to PS
interrupts are listed in Table 2-9. Details of the interrupt signals are described in Chapter 7, Interrupts.

Table 2-9: PL Interrupt Signals

Type PL Signal Name [1/0 Destination
IRQF2P[7:0] I | SPI: Numbers [68:61].
PL to PS ) ) )
Interrupts IRQF2P[15:8] I | SPIl: Numbers [91:84].
IRQF2P[19:16] I | PPl: nFIQ, nIRQ (both CPUs).
PS to PL Pl Logic. These signals are received from the /O peripherals and are
IRQP2F[27:0] O | forwarded to the interrupt controller. These signals are also provided as
Interrupts
outputs to the PL.

2.7.3 Event Signals

The PS supports processor events to and from the PL (see Table 2-10). These signals are
asynchronous to the PS and FCLK clocks. For details on these signals, see Chapter 3, Application
Processing Unit.

Table 2-10: PL Event Signals

Type PL Signal Name 1/0 Description
E EVENTEVENTI | | Causes one or both CPUs to wake up from a WFE state.
vents
EVENTEVENTO O | Asserted when one of the CPUs has executed the SEV instruction.

EVENTSTANDBYWEFE[1:0] | O | CPU standby mode: asserted when a CPU is waiting for an event.

Standby . . .
EVENTSTANDBYWEI[1:0] 0 CPU standby mode: asserted when a CPU is waiting for an

interrupt.

2.7.4 Idle AXI, DDR Urgent/Arb, SRAM Interrupt Signals

The idle AXI signal to the PS is used to indicate that there are no outstanding AXI transactions in the
PL. It cannot be read from any registers. Driven by the PL, this signal is one of the conditions used to
initiate a PS bus clock shut-down by ensuring that all PL bus devices are idle.

The DDR urgent/arb signal is used to signal a critical memory starvation situation to the DDR
arbitration for the four AXI ports of the PS DDR memory controller. The EMIOSRAMINT signal is used
to alert the PL that the static memory controller has triggered an interrupt.
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Table 2-11: PL AXI Idle, DDR Urgent/Arb and SRAM Interrupt Signals

Type PL Signal Name |1/0 Destination Reference
Central interconnect | Central Interconnect Clock Disable in
Idle PL AXl Interfaces | FPGAIDLEN l clock disable logic section 25.1.4 Power Management
DDR Urgent Signal | DDRARB[3:0] | | DDR memory Chapter 10, DDR Memory Controller
controller
Static memory Chapter 11, Static Memory

SRAM EMIOSRAMINTIN I controller interrupt Controller

2.7.5 DMA Req/Ack Signals

There are four sets of DMA controller flow control signals for use by up to four PL slaves connected
via the M_AXI_GP interfaces (see Table 2-11). These four sets of flow control signals correspond to
DMA channels 4 through 7, see Chapter 9, DMA Controller.

Table 2-12: PL DMA Signals

Type Signal PL Signal Name 1/0 Reference

Clock and Reset | Clock DMA[3:0]ACLK | | 9.2.7 PL Peripheral Request Interface
Ready DMA[3:0]DRREADY 0]
Valid DMAT[3:0]DRVALID I

Request
Type DMA[3:0]DRTYPE[1:0] I
Last DMA[3:0]DRLAST | Chapter 9, DMA Controller
Ready DMA[3:0]DAREADY I

Acknowledge Valid DMA[3:0]DAVALID (@]
Type DMA[3:0]DATYPE[1:0] o

2.8 PL1/O Pins

A summary of the PL I/O pins is shown in Table 2-13. Refer to the applicable Zyng-7000 SoC data
sheet and Zyng-7000 SoC packaging and pin documents for more information.

For more information on multi-gigabit serial transceivers pins, see the Pin Description and Design
Guidelines section in UG476, 7 Series FPGAs GTX Transceivers User Guide. (Four to sixteen
transceivers are available in the Kintex-based Zynq 7z030, 7z035, 72045, and 7z100 devices.)

72007s and 7z010 Device Notice

Devices in CLG225 packages (7z010 dual core and 7z007s single core devices) have fewer pins than
the other Zyng-7000 SoC devices. For these devices, DXN is tied to ground, Bank 34 has 46 1/Os, and
Bank 35 has 8 I/Os. There are also only four pairs of XADC signals.
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CAUTION! The allowable Vin High level voltages are defined in the Zynq-7000 SoC data sheets.
Damage to the input buffer can occur when the limits are exceeded.

&

Table 2-13: PL Pin Summary
Group Name Type Description
10 LXXY # Most user I/O pins are capable of differential signaling and can be
User 1/0O Pins 10 XX # ' I/0 |implemented as pairs. The top and bottom 1/O pins are always
- single ended.
MGTXRX[P,N] | | Differential receive and transmit ports. Multi-Gigabit Serial
Transceiver pins. Four transceivers are available in the Zyng-7000
MGTXTX[P,N] O | SoC 72030 device and 16 in the 7z035, 7z045 and 7z100 devices.
MGTAVCC_G# | 1:OV gnalog power-supply pin for receiver and transmitter internal
circuits.
gﬂu!til-Gigabit MGTAVTT_G# | 1.2V analog power-supply pin for the transmit driver.
eria
Transceivers MGTVCCAUX_G# I 1.8V auxiliary analog Quad PLL voltage supply for the transceivers.
MGTREFCLKO/1P | | Positive differential reference clock for the transceivers.
MGTREFCLKO/1N I | Negative differential reference clock for the transceivers.
MGTAVTTRCAL N/A | Precision reference resistor pin for internal calibration termination.
MGTRREF | | Precision reference resistor pin for internal calibration termination.
PL_TCK, PL_TMS,
PL JTAG PL_TDI, PL_TDO I/O |See Chapter 27, JTAG and DAP Subsystem.
DONE, INIT_B, Cear .
PROGRAM_ B I/O |Refer to the 7-series documentation.
Configuration | CFGBVS | Pre—;onflg.uratlon I/O standard type for the dedicated
configuration bank 0.
Active Low input enables internal pull-ups during configuration on
PUDC_B | )
all SelectlO pins.
VP, VN | | Dedicated differential analog inputs.
XADC VREFP, VREFN N/A | Reference input (1.25V) and ground.
AD[15:0]P, . . - .
AD[15:0]N || 16 differential auxiliary analog inputs.
Clock capable 1/Os driving BUFRs, BUFIOs, BUFGs and
MRCC | MMCMs/PLLs. In addition, these pins can drive the BUFMR for
multi-region BUFIO and BUFR support. These pins become regular
user 1/0s when not needed as a clock.
Multi-function <RCC | | Clock capable 1/Os driving BUFRs, BUFIOs and MMCMs/PLLs. These
pins become regular user I/Os when not needed for clocks.
T[3:0] | Four memory byte groups.
T[3:0]_DQS | | DDR DQS strobe pin that belongs to the memory byte group T0-T3.
Temperature DXP, DXN | | Temperature-sensing diode pins.
RSVDVCC | Tie to VCCO 0-
Reserved - =
RSVDGND | |Tie to ground.
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Application Processing Unit

3.1 Introduction

3.1.1 Basic Functionality

The application processing unit (APU), located within the PS, contains one processor for single-core
devices or two processors for dual-core devices. These are ARM® Cortex™-A9 processors with NEON
co-processors connected in an MP configuration sharing a 512 KB L2 cache. Each processor is a
high-performance and low-power core that implements two separate 32 KB L1 caches for instruction
and data. The Cortex-A9 processor implements the ARM v7-A architecture with full virtual memory
support and can execute 32-bit ARM instructions, 16-bit and 32-bit Thumb instructions, and 8-bit
Java™ byte codes in the Jazelle state. The NEON™ coprocessor media and signal processing
architecture adds instructions that target audio, video, image and speech processing, and 3D
graphics. These advanced single instruction multiple data (SIMD) instructions are available in both
ARM and Thumb states. A block diagram of the APU is shown in Figure 3-1.

The Cortex-A9 processor(s) within the APU are organized in an MP configuration with a snoop
control unit (SCU) responsible for maintaining L1 cache coherency between the two processors and
the ACP interface from the PL. To increase performance, there is a shared unified 512 KB level-two
(L2) cache for instruction and data. In parallel to the L2 cache, there is a 256 KB on-chip memory
(OCM) module that provides a low-latency memory.

An accelerator coherency port (ACP) facilitates communication between the programmable logic (PL)
and the APU. This 64-bit AXI interface allows the PL to implement an AXI master that can access the
L2 and OCM while maintaining memory coherency with the CPU L1 caches.

The unified 512 KB L2 cache is 8-way set-associative and allows you to lock the cache content on a
line, way, or master basis. All accesses through the L2 cache controller can be routed to the DDR
controller or can be sent to other slaves in the PS or PL depending on their address. To reduce
latency to the DDR memory, there is a dedicated port from the L2 controller to the DDR controller.

Debug and trace capability is built into the two processor cores and interconnects as a part of the
CoreSight™ debug and trace system. You can control and interrogate the processor(s) and the
memory through the debug access port (DAP). Furthermore, 32-bit AMBA® trace bus (ATB) masters
from the processor(s) are funneled with other ATB masters, such as Instrumentation Trace Macrocell
(ITM) and Fabric Trace Monitor (FTM), to generate the unified PS trace through the on-chip
embedded trace buffer (ETB) or the trace-port interface units (TPIU).
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Figure 3-1: APU Block Diagram

ARM architecture supports multiple operating modes including supervisor, system, and user modes
to provide different levels of protection at the application level. The architecture support for
TrustZone technology helps to create a secure environment to run applications and protect their
contents. TrustZone built into the ARM CPU processor and many peripherals enables a secure system
to handle keys, private data, and encrypted information without allowing these secrets to leak to
non-trusted programs or users.

The APU contains a 32-bit watchdog timer and a 64-bit global timer with auto-decrement features
that can be used as general-purpose timers and also as a mechanism to start up the processors from
standby mode.
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3.1.2 System-Level View

The APU is the most critical component of the system that comprises the PS, the IP cores
implemented in the PL, and board-level devices such as the external memories and the peripherals.
The main interfaces through which the APU communicates to the rest of the system are two
interfaces through the L2 controller and an interface to the OCM that is parallel to the L2 cache. See
Figure 3-1.

All accesses from the dual/single Cortex-A9 MP system go through the SCU and all accesses from
any other master that requires coherency with the Cortex-A9 MP system also need to be routed
through the SCU using the ACP Port. All accesses that are not routed through the SCU are
non-coherent with the CPU and software has to explicitly handle the synchronization and coherency.

Accesses from the APU can target the OCM, DDR, PL, IOP slaves, or registers within the PS
sub-blocks. To minimize the latency to the OCM, a dedicated master port from the SCU provides
direct access by the processors and the ACP to the OCM, offering a latency that is even less than the
L2 cache.

All APU accesses to the DDR are routed through the L2 cache controller. To improve the latencies of
the DDR accesses, there is a dedicated master port from the L2 cache controller to the DDR memory
controller that allows all APU-DDR transactions to bypass the main interconnects which are shared
with the other masters. All other accesses from the APU that are neither OCM-bound nor
DDR-bound go through the L2 controller and are routed through the main interconnect using a
second port. The accesses that pass through the L2 cache controller do not have to be cacheable.

Exclusive access transactions from LDREX/SDREX instructions or ACP exclusive transactions in the
APU are described under Exclusive AXI Accesses in Chapter 5. As shown in Figure 3-2, the APU and
its sub-blocks all operate in the CPU_6x4x clock domain. The interfaces from the APU to the OCM
and to the main interconnects are all synchronous. The main interconnects can run at 1/2 or 1/3 of
the frequency of the CPU. The DDR block is on the DDR_3x clock domain and operates
asynchronously to the APU. The ACP port to the APU block includes a synchronizer and the PL master
that uses this port can have a clock that is asynchronous to the APU.
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3.2 Cortex-A9 Processors

3.2.1 Summary

The APU implements a dual/single-core Cortex-A9 MP configuration. Each processor has its own
SIMD media processing engine (NEON), memory management unit (MMU), and separate 32 KB
level-one (L1) instruction and data caches. Each Cortex-A9 processor provides two 64-bit AXI master
interfaces for independent instruction and data transactions to the SCU. Depending on the address
and attributes, these transactions are routed to the OCM, L2 cache, DDR memory, or, through the PS
interconnect, to other slaves in the PS, or to the PL. Each processor interface with the SCU includes
the required snoop signals to provide coherency between the L1 data caches within the processors
and the shared L2 cache for shareable memory. The Cortex-A9 and its subsystem also provide
complete Trustzone extension, necessary for user security.

The Cortex-A9 processor implements the necessary hardware features for program debug and trace
generation support. The processor also provides hardware counters to gather statistics on the
operation of the processor and memory system.

The major sub-blocks within the Cortex-A9 are the central processing unit (CPU), the L1 instruction
and data caches, the memory management unit (MMU), the NEON coprocessor, and the core
interfaces. Their functions are explained in the following subsections.

3.2.2 Central Processing Unit (CPU)

Each Cortex-A9 CPU can issue two instructions in one cycle and execute them out of order. The CPU
implements dynamic branch prediction and with its variable length pipeline can deliver

2.5 DMIPs/MHz. The Cortex-A9 processor implements the ARMv7-A architecture with full virtual
memory support and can execute 32-bit ARM instructions, 16-bit and 32-bit Thumb instructions,
and 8-bit Java™ byte codes in the Jazelle hardware acceleration state. Figure 3-3 shows the
architecture of the Cortex-A9 processor.
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Pipeline

The pipeline implemented in the Cortex-A9 CPU employs advanced fetching of instructions and
branch prediction that decouples the branch resolution from potential memory latency-induced
instruction stalls. In the Cortex-A9 CPU, up to four instruction-cache lines are pre-fetched to reduce
the impact of memory latency on the instruction throughput. The CPU fetch unit can continuously
forward two to four instructions per cycle to the instruction decode buffer to ensure efficient
superscalar pipeline utilization. The CPU implements a superscalar decoder capable of decoding two
full instructions per cycle, and any of the four CPU pipelines can select instructions from the issue
queue. The parallel pipelines support concurrent execution across full dual arithmetic units,
load-store unit, plus resolution of any branch each cycle.

The Cortex-A9 CPU employs speculative execution of instructions enabled by dynamic renaming of
physical registers into an available pool of virtual registers. The CPU employs this virtual register
renaming to eliminate dependencies across registers without jeopardizing the correct execution of
programs. This feature allows code acceleration through an effective hardware based unrolling of
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loops, and increases the pipeline utilization by removing data dependencies between adjacent
instructions, which also indirectly reduces interrupt latency.

In the Cortex-A9 CPU, dependent load-store instructions can be forwarded for resolution within the
memory system to further reduce pipeline stalls. The core supports up to four data cache line fill
requests that can be through automatic or user-driven pre-fetching.

A key feature of this CPU is the out-of-order write back of instructions that enables the pipeline
resources to be released independent of the order in which the system provides the required data.

Load/store instructions can be issued speculatively before condition of instruction or a preceding
branch has been resolved or before data to be written has become available. If the condition
required for the execution of the load/store fails, any of the side-effects, such as the action to modify
registers, are flushed.

Branch Prediction

To minimize the branch penalty in its highly pipelined CPU, the Cortex-A9 implements both static
and dynamic branch prediction. Static branch prediction is provided by the instructions and is
decided during compilation. Dynamic branch prediction uses the outcome of the previous
executions of a specific branch to determine whether the branch should be taken or not. The
dynamic branch prediction logic employs a global branch history buffer (GHB) which is a 4,096 entry
table holding 2-bit prediction information for specific branches and is updated every time a branch
gets executed.

The branch execution and the overall instruction throughput also benefit greatly from the
implementation of a branch target address cache (BTAC) which holds the target addresses of the
recent branches. This 512-entry address cache is organized as 2-way x 256 entries and provides the
target address for a specific branch to the pre-fetch unit before the actual target address is
generated based on the calculation of the effective address and its translation to the physical
address. Additionally, if an instruction loop fits in four BTAC entries, instruction cache accesses are
turned off to lower power consumption.

Note: Both GHB and BTAC RAMs implement parity for protection; however, this support has limited
diagnostic value. Corruption in GHB data or BTAC data does not generate functional errors in the
Cortex-A 9 processor. Corruption in GHB data or BTAC data results in faulty branch prediction that is
detected and corrected when the branch gets executed.

The Cortex-A9 CPU can predict conditional branches, unconditional branches, indirect branches,
PC-destination data-processing operations, and branches that switch between ARM and Thumb
states. However, the following branch instructions are not predicted:

« Branches that switch between states (except ARM to Thumb transitions, and Thumb to ARM
transitions)

« Instructions with the S suffix are not predicted, as they are typically used to return from
exceptions and have side effects that can change privilege mode and security state.

« All mode-changing instructions

Users can enable program flow prediction by setting the Z bit in the CP15 ¢1 Control register to 1.
Refer to the System Control Register in the ARM Cortex-A9 Technical Reference Manual (see
Appendix A, Additional Resources). Before switching the program flow prediction on, a BTAC flush
operation must be performed which has the additional effect of setting the GHB into a known state.
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Cortex-A9 also employs an 8-entry return stack cache that holds the 32-bit subroutine return
addresses. This feature greatly reduces the penalty of executing subroutine calls and can address
nested routines up to eight levels deep.

Instruction and Data Alignment

ARM architecture specifies the ARM instructions as being 32-bits wide and requires them to be
word-aligned. Thumb instructions are 16-bits wide and are required to be half-word aligned.
Thumb-2 instructions which are 16- or 32-bits wide are also required to be half-word aligned. Data
accesses can be unaligned and the load/store unit within the CPU breaks them up to aligned
accesses. The data from these accesses are merged and sent to the register file within the CPU as had
been requested.

Note: The application processing unit (APU), and the PS as a whole, support only little-endian
architecture for both instruction and data.

Trace and Debug

The Cortex-A9 processor implements the ARMv7 debug architecture as described in the ARM
Architecture Reference Manual (ARMv7-A). In addition, the processor supports a set of Cortex-A9
processor-specific events and system-coherency events. For more information, see Chapter 11,
Performance Monitoring Unit in the ARM Cortex-A9 Technical Reference Manual.

The debug interface of the processor consists of:

« A baseline CP14 interface that implements the ARMv7 debug architecture and the set of debug
events as described in the ARM Architecture Reference Manual (ARMv7-A)

« An extended CP14 interface that implements a set of debug events specific to this processor as
explained in the ARM Architecture Reference Manual (ARMv7-A)

« An external debug interface connected to an external debugger through a debug access port
(DAP)

The Cortex-A9 includes a program trace module that provides ARM CoreSight technology
compatible program-flow trace capabilities for either of the Cortex-A9 processors and provides full
visibility into the actual instruction flow of the processor. The Cortex-A9 PTM includes visibility over
all code branches and program flow changes with cycle-counting enabling profiling analysis. The
PTM block in conjunction with the CoreSight design kit provides the software developer the ability to
non-obtrusively trace the execution history of multiple processors and either store this, along with
time stamped correlation, into an on-chip buffer, or off chip through a standard trace interface so as
to have improved visibility during development and debug.

The Cortex-A9 processor also implements program counters and event monitors that can be
configured to gather statistics on the operation of the processor and the memory system.

3.2.3 Level 1 Caches

Each of the two Cortex-A9 processors has separate 32 KB level-1 instruction and data caches. Both L1
caches have common features that include:
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Each cache can be disabled independently, using the system control coprocessor. Refer to the
System Control Register in the ARM Cortex-A9 Technical Reference Manual.

The cache line lengths for both L1 caches are 32 bytes.

Both caches are 4-way set-associative.

L1 caches support 4 KB, 64 KB, 1 MB, and 16 MB virtual memory page.
Neither of the two L1 caches supports the lock-down feature.

The L1 caches have 64-bit interfaces to the integer core and AX|I master ports.

Cache replacement policy is either pseudo round-robin or pseudo-random. The victim counter
is read at time of miss, not allocation, and it is incremented on allocation. An invalid line in the
set is replaced in preference to using the victim counter.

On a cache miss, critical word first filling of the cache is performed.

To reduce power consumption, the number of full cache reads is reduced by taking advantage of
the sequential nature of many cache operations. If a cache read is sequential to the previous
cache read, and the read is within the same cache line, only the data RAM set that was
previously read is accessed.

Both L1 caches support parity.
All memory attributes are exported to external memory systems.

Support for TrustZone security exports the secure or non-secure status to the caches and
memory system.

Upon a CPU reset, the contents of both L1 caches are cleared to comply with security
requirements.

Note: You must invalidate the instruction cache, the data cache, and BTAC before using them. It is

not

required to invalidate the main TLB, even though it is recommended for safety reasons. This

ensures compatibility with future revisions of the processor.

The

L1 instruction-side cache (I-Cache) is responsible for providing an instruction stream to the

Cortex-A9 processor. The L1 I-Cache interfaces directly to the pre-fetch unit which contains a

two

-level prediction mechanism as described in the Branch Prediction section of this chapter. The L1

instruction cache is virtually indexed and physically tagged.

The

L1 data-side cache (D-Cache) is responsible for holding the data used by the Cortex-A9

processor. Key features of the L1 D-Cache include:

Data cache is physically indexed and physically tagged.

D-Cache is non-blocking and, therefore, load/store instructions can continue to hit the cache
while it is performing allocations from external memory due to prior read/write misses. The data
cache supports four outstanding reads and four outstanding writes.

The CPU can support up to four outstanding preload (PLD) instructions. However, explicit
load/store instructions have higher priority.

The Cortex-A9 load/store unit supports speculative data pre-fetching which monitors sequential
accesses made by program and starts fetching the next expected line before it has been
requested. This feature is enabled in the cp15 Auxiliary Control register (DP bit). The
pre-fetched lines can be dropped before allocation, and PLD instruction has higher priority.

The data cache supports two 32-byte line-fill buffers and one 32-byte eviction buffer.
The Cortex-A9 CPU has a store buffer with four 64-bit slots with data merging capability.
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Both data cache read misses and write misses are non-blocking, with up to four outstanding
data cache read misses and up to four outstanding data cache write misses being supported.

The APU data caches offer full snoop coherency control using the MESI algorithm.

The data cache in Cortex-A9 contains local load/store exclusive monitor for LDREX/STREX
synchronizations. These instructions are used to implement semaphores. The exclusive monitor
handles one address only, with eight words or one cache line granularity. Therefore, avoid
interleaving LDREX/STREX sequences and always execute a CLREX instruction as part of any
context switch.

D-Cache only supports write-back/write-allocate policy. Write-through and write-back/no
write-allocate policies are not implemented.

L1 D-Cache offers support for exclusive operation with respect to the L2 cache. Exclusive
operation implies that a cache line is valid only in L1 or L2 cache and never in both at the same
time. A line-fill into L1 causes the line to be marked invalid in L2. At the same time, eviction of a
line from L1 causes the line to be allocated in L2, even if it is not dirty. A line-fill into L1 from
dirty L2 line forces eviction of the line to external memory. The exclusive operation, disabled by
default, increases cache utilization and reduces power consumption.

Initialization of L1 Caches

Before using the L1 caches, you must invalidate the instruction cache, the data cache, and the BTAC.

Itis

not required to invalidate the main TLB, even though it is recommended for safety reasons. This

ensures compatibility with future revisions of the processor. Steps to initialize L1 Caches:

1.

Invalidate TLBs:

mcr p15, 0, r0, c8, c7,0 (r0 =0)

Invalidate I-Cache:

mcr  p15,0,r0,c7,¢c5 0 (r0=0)

Invalidate Branch Predictor Array:

mcr p15, 0, r0, c7, c5,6 (r0 =0)

Invalidate D-Cache:

mcr p15, 0, r11, c7, c14, 2 (should be done for all the sets/ways)

Initialize MMU.
Enable I-Cache and D-Cache:

mcr p15,0,r0, c1,c0,0 (r0O = 0x1004)
Synchronization barriers:
dsb (Allows MMU to start)

isb (Flushes pre-fetch buffer)

(Refer to Memory Barriers, page 72 for more details on memory barriers.)
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3.2.4 Memory Ordering

Memory Ordering Model

The Cortex-A9 architecture defines a set of memory attributes with the characteristics required to
support all memory and devices in the system memory map. The following mutually-exclusive main
memory type attributes describe the memory regions:

«  Normal

» Device

« Strongly-ordered
Device and Strongly Ordered

Accesses to strongly ordered and device memory have the same memory ordering model. System
peripherals come under strongly ordered and device memory. Access rules for this memory are as
follows:

« The number and size of accesses are preserved. Accesses are atomic, and will not be interrupted
part way through.

« Both read and write accesses can have side effects on the system. Accesses are never cached.
Speculative accesses are never be performed.

» Accesses cannot be unaligned.

« The order of accesses arriving at device memory is guaranteed to correspond to the program
order of instructions which access strongly ordered or device memory. This guarantee applies
only to accesses within the same peripheral or block of memory.

e The Cortex-A9 processor can re-order normal memory accesses around strongly ordered or
device memory accesses.

The only difference between device and strongly ordered memory is that:
« A write to strongly ordered memory can complete only when it reaches the peripheral or
memory component accessed by the write.

« A write to device memory is permitted to complete before it reaches the peripheral or memory
component accessed by the write.

Normal Memory

Normal memory is used to describe most parts of the memory system. All ROM and RAM devices are
considered to be normal memory. All code to be executed by the processor must be in normal
memory. Code is not architecturally permitted to be in a region of memory which is marked as device
or strongly ordered. The properties of normal memory are as follows:

o The processor can repeat read and some write accesses.

« The processor can pre-fetch or speculatively access additional memory locations, with no
side-effects (if permitted by MMU access permission settings). The processor does perform
speculative writes.
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« Unaligned accesses can be performed.

« Multiple accesses can be merged by processor hardware into a smaller number of accesses of a
larger size. Multiple byte writes could be merged into a single double-word write, for example.

Memory Attributes

In addition to memory types, the ordering of accesses for regions of memory is also defined by the
memory attributes. The following sub-sections discuss these attributes.

Shareability

Shareability domains define zones within the bus topology within which memory accesses are to be
kept consistent (taking place in a predictable way) and potentially coherent (with hardware support).
Outside of this domain, masters might not see the same order of memory accesses as inside it. The
order of memory accesses takes place in these defined domains. Table 3-1 shows the different
shareability options available in a Cortex-A9 system:

Table 3-1: Shareability Domains

Domain Abbreviation Description

Non-Shareable NSH A domain consisting only of the local master. Accesses that never need to
be synchronized with other cores, processors or devices. Not normally
used in SMP systems.

Inner shareable ISH A domain (potentially) shared by multiple masters, but usually not all
masters in the system. A system can have multiple inner shareable
domains. An operation that affects one inner shareable domain does not
affect other inner shareable domains in the system.

Outer shareable OSH A domain almost certainly shared by multiple masters, and quite likely
consisting of several inner shareable domains. An operation that affects an
outer shareable domain also implicitly affects all inner shareable domains

within it.

Full system SY An operation on the full system affects all masters in the system; all
non-shareable regions, all inner shareable regions and all outer shareable
regions.

Shareability only applies to normal memory, and to device memory in an implementation that does
not include the large physical address extensions (LPAE). In an implementation that includes the
LPAE, device memory is always outer shareable. For more information on LPAE, refer to the ARM
Technical Reference Manual.

Cacheability

Cacheable attributes apply only for the normal memory type. These attributes provide a mechanism
of coherency control with masters that lie outside the shareability domain of a region of memory.
Each region of normal memory is assigned a cacheable attribute that is one of:

»  Write-back cacheable

«  Write-through cacheable

« Non-cacheable
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See the Cache Policies of ARM architecture, for information on these attributes.

The Cortex-A9 CPU also provides independent cacheability attributes for normal memory for two
conceptual levels of cache, the inner and the outer cacheable. Inner refers to the innermost caches,
and always includes the lowest level of cache, that is, L1 cache. Outer cache refers to L2 cache. No
cache controlled by the inner cacheability attributes can lie outside a cache controlled by the outer
cacheability attributes.

Memory Barriers

A memory barrier is an instruction or sequence of instructions that forces synchronization events by
a processor with respect to retiring load/store instructions. Cortex-A9 CPU requires three explicit
memory barriers to support the memory order model. They are:

« Data memory barrier

« Data synchronization barrier

« Instruction synchronization barrier

These barriers provide the functionality to order and complete load/store instructions. This also
helps in context synchronization.

Data Memory Barrier (DMB)

In a program, the use of the DMB instruction ensures that all of the instructions that access memory
should be completed/observed in the system before any memory access instructions that come up
after the DMB instruction. It does not affect the ordering of any other instructions executing on the
processor, or of instruction fetches.

Example: Weakly Ordered Message Passing Problem

Consider the following instructions executing on processor P1 and P2:

P1:

STR R5, [R1] ; set new data

STR RO, [R2] ; send flag indicating data ready
P2:

WAIT ([R2]==1) ; wait on flag

LDR R5, [R1] ; read new data

Here, the order of memory accesses seen by the other processor might not be the order that appears
in the program, for either loads or stores. The addition of barriers ensures that the observed order of
both the reads and the writes allow transfer of data correctly.

P1:
STR R5, [R1] ; set new data
DMB ; ensure that all observers see data before the flag
STR RO, [R2] ; send flag indicating data ready
P2:
WAIT ([R2]==1) ; wait on flag
DMB ; ensure that the load of data is after the flag has been observed
LDR R5, [R1]
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Data Synchronization Barrier (DSB)

The DSB instruction has the same effect as the DMB, but in addition to this, it also synchronizes the
memory accesses with the full instruction stream, not just other memory accesses. This means that
when a DSB is issued, execution stalls until all outstanding explicit memory accesses have completed.
When all outstanding reads have completed and the write buffer is drained, execution resumes as
normal. There is no effect on pre-fetching of instructions. An example of DSB use is discussed in the
following section.

Example: Instruction Cache Maintenance Operations

The multiprocessing extensions require that a DSB is executed by the processor which issued an
instruction cache maintenance instruction to ensure its completion; this also ensures that the
maintenance operation is completed on all cores within the shareable (not outer-shareable) domain.

ISB is not broadcast, and so does not have an effect on other cores. This requires that other cores
perform their own ISB synchronization once it is known that the update is visible, if it is necessary to
ensure the synchronization of those other cores.

P1:
STR R11, [R1] ; R11 contains a new instruction to be stored in program memory
DCCMVAU R1 ; clean to PoU (Point of Unification) makes it visible to instruction cache
DSB ; ensure completion of the clean on all processors
ICIMVAU R1 ; ensure instruction cache/branch predictor discard stale data
BPIMVA R1
DSB ; ensure completion of the ICache and branch predictor
; Invalidation on all processors
STR RO, [R2] ; set flag to signal completion
ISB ; synchronize context on this processor
BX R1 ; branch to new code
P2:

WAIT ([R2] == 1) ; wait for flag signaling completion
ISB synchronize context on this processor
BX R1 ; branch to new code

Instruction Synchronization Barrier (ISB)

This flushes the pipeline and pre-fetch buffer(s) in the processor, so that all instructions following the
ISB are fetched from cache or memory, after the instruction has completed. This ensures that the
effects of context altering operations (for example, CP15 or ASID changes or TLB or branch predictor
operations), executed before the ISB instruction are visible to any instructions fetched after the ISB.
This does not in itself cause synchronization between data and instruction caches, but is required as
a part of such an operation.

Mismatched Memory Attributes

A physical memory location is accessed with mismatched attributes if all accesses to the location do
not use a common definition of all of the following attributes of that location:
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Memory types: strongly-ordered, device, or normal
Shareability
Cacheability

The following rules apply when a physical memory location is accessed with mismatched attributes:

1.

When a memory location is accessed with mismatched attributes, the only software visible
effects are one or more of the following:

o Uni-processor semantics for reads and writes to that memory location might be lost. This
means:

- Avread of the memory location by a thread of execution might not return the value most
recently written to that memory location by that thread of execution.

- Multiple writes to a memory location by a thread of execution which uses different
memory attributes might not be ordered in program order.

o There might be a loss of coherency when multiple threads of execution attempt to access a
memory location.

o There might be a loss of properties derived from the memory type.

If the mismatched attributes for a location mean that multiple cacheable accesses to the location
might be made with different shareability attributes, then coherency is guaranteed only if each
thread of execution that accesses the location with a cacheable attribute performs a clean and
invalidate of the location.

The possible loss of properties caused by mismatched attributes for a memory location are
defined more precisely if all of the mismatched attributes define the memory location as one of:

o Strongly-ordered memory
- Device memory

o Normal inner non-cacheable, outer non-cacheable memory

In these cases, the only possible software-visible effects of the mismatched attributes are one or
more of:

o A possible loss of properties derived from the memory type when multiple threads of
execution attempt to access the memory location

- A possible re-ordering of memory transactions to the memory location that use different
memory attributes, potentially leading to a loss of coherency or uni-processor semantics.
Any possible loss of coherency or uniprocessor semantics can be avoided by inserting DMB
barrier instructions between accesses to the same memory location that might use different
attributes.

If the mismatched attributes for a memory location all assign the same shareability attribute to
the location, any loss of coherency within a shareability domain can be avoided. To do so,
software must use the techniques that are required for the software management of the
coherency of cacheable locations between threads of execution in different shareability domains.
This means:

o If any thread of execution might have written to the location with the write-back attribute,
before writing to the location not using the write-back attribute, a thread of execution must
invalidate, or clean, the location from the caches. This avoids the possibility of overwriting
the location with stale data.
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- After writing to the location with the write-back attribute, a thread of execution must clean
the location from the caches to make the write visible to external memory.

- Before reading the location with a cacheable attribute, a thread of execution must invalidate
the location from the caches to ensure that any value held in the caches reflects the last
value made visible in external memory.

In all cases:

o Location refers to any byte within the current coherency granule.

- Aclean and invalidate operation can be used instead of a clean operation, or instead of an
invalidate operation.

o To ensure coherency, all cache maintenance and memory transactions must be completed,
or ordered by the use of barrier operations.

5. If all aliases of a memory location that permit write access to the location assign the same
shareability and cacheability attributes to that location, and all these aliases use a definition of
the shareability attribute that includes all the threads of execution that can access the location,
then any thread of execution that reads the memory location using these shareability and
cacheability attributes accesses it coherently, to the extent required by that common definition
of the memory attributes.

3.2.5 Memory Management Unit (MMU)

The MMU in the ARM architecture involves both memory protection and address translation. The
MMU works closely with the L1 and L2 memory systems in the process of translating virtual
addresses to physical addresses. It also controls accesses to and from the external memory.

The MMU is compatible with the Virtual Memory System Architecture version 7 (VMSAvV7)
requirements supporting 4 KB, 64 KB, 1 MB, and 16 MB page table entries and 16 access domains.
The unit provides global and application-specific identifiers to remove the requirement for context
switch TLB flushes and has the capability for extended permission checks. Please see the ARM
Architecture Reference Manual (ARMv7-A) for a full architectural description of the VMSAv7.

The processor implements the ARMv7-A MMU enhanced with security extensions and
multiprocessor extensions to provide address translation and access permission checks. The MMU
controls table-walk hardware that accesses translation tables in main memory. The MMU enables
fine-grained memory system control through a set of virtual-to-physical address mappings and
memory attributes held in instruction and data translation look-aside buffers (TLBs).

In summary, the MMU is responsible for the following operations:

« Checking of virtual address and ASID (address space identifier)
« Checking of domain access permissions

« Checking of memory attributes

« Virtual-to-physical address translation

« Support for four page (region) sizes

« Mapping of accesses to cache, or external memory

* Four entries in the main TLB are lockable
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MMU Functional Description

The key feature of MMU is the address translation. It translates addresses of code and data from the
virtual view of memory to the physical addresses in the real system. It enables tasks or applications
to be written in a way which requires them to have no knowledge of the physical memory map of the
system, or about other programs which might be running at the same time. This makes programming
of applications much simpler, as it enables to use the same virtual memory address space for each.
This virtual address space is separate from the actual physical map of memory in the system.

The translation process is based on translation entries stored in the translation table. Refer to
Translation Tables for more details. The two major functional units, shown in Figure 3-4, exist in the
MMU to provide address translation automatically based on the table entries:

« The table walker automatically retrieves the correct translation table entry for a requested
translation.

« The translation look-aside buffer (TLB) stores recently used translation entries, acting like a
cache of the translation table.

Virtual Memory Space MMU Physical Memory Space
Process < = TLB < =
Page Table p _| Translation
Walk Logic Tables

UG585_c3_05_102112

Figure 3-4: MMU Architecture Block Diagram
Translation Tables

The translation of virtual to physical addresses is based on entries in translation tables; they are often
called as page tables. These contain a series of entries, each of which describes the physical address
translation for part of the memory map. Translation table entries are organized by virtual address.
Each virtual address corresponds to exactly one entry in the translation table. In addition to
describing the translation of that virtual page to a physical page, they also provide access
permissions and memory attributes for that page or block. A single set of translation tables is used
to give the translations and memory attributes which apply to instruction fetches and to data reads
or writes. The process in which the MMU accesses page tables to translate addresses is known as
page table walking.

When developing a table-based address translation scheme, one of the most important design
parameters is the memory page size described by each translation table entry. MMU instances
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support 4 KB and 64 KB pages, a 1 MB section, and a 16 MB super-section. Using bigger page sizes
means a smaller translation table. Using a smaller page size, 4 KB, greatly increases the efficiency of
dynamic memory allocation and defragmentation, but it would require one million entries to span
the entire 4 GB address range. To reconcile these two requirements, the Cortex-A9 Processor MMU
supports multi-level page table architecture with two levels of page table: level 1 (L1) and level 2 (L2),
which are discussed in the following sub-sections.

Level 1 Page Tables

Level 1 page table sometimes called as a master page table, which divides the full 4 GB address space
into 4,096 equally sized 1 MB sections. The L1 page table therefore contains 4,096 entries, each entry
being word sized. Each entry can either hold a pointer to the base address of a level 2 page table or
a page table entries for translating a 1 MB section. If the page table entry is translating a 1 MB
section, it gives the base address of the 1 MB page in physical memory. The base address of the L1
page table is known as the translation table base address (TTB) and is held within a register in CP15
c2. It must be aligned to a 16 KB boundary.

« An L1 page table entry can be one of four possible types; the least significant two bits [1:0] in
the entry define which one of these the entry contains:

« A fault entry that generates an abort exception. This can be either a pre-fetch or data abort,
depending on the type of memory access. This effectively indicates virtual addresses which are
unmapped.

« A1 MB section translation entry.

« An entry that points to an L2 page table. This enables a 1 MB piece of memory to be further
sub-divided into smaller pages.

* A 16 MB super-section. This is a special kind of 1 MB section entry, which requires 16 entries in
the page table.
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Figure 3-5: L1 Page Table Entry Format

The page table entry for a section (or super-section) contains the physical base address used to
translate the virtual address. Many other bits listed in the page-table entry, including the access
permissions (AP) and memory region attributes TEX, cacheable (C) or bufferable (B) types are
examined in the next section.

Example: Generation of a Physical Address from a L1 Page Table Entry

Assume an L1 page table is placed at address 0x12300000. The processor core issues virtual address
0x00100000. The top 12 bits [31:20] define which 1 MB of virtual address space is being accessed.
In this case 0x001, so you need to read table entry [1]. Each entry is one word (4 bytes). To get the
offset into the table, you must multiply the entry number by entry size: 0x001 * 4 = address offset
of 0x004. The address of the entry is 0x12300000 + 0x004 = 0x12300004. So, upon receiving this
virtual address from the processor, the MMU reads the word from address 0x12300004.
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Figure 3-6: Generating a Physical Address from an L1 Page Table Entry

Level 2 Page Tables

An L2 page table has 256 word-sized entries, requires 1KB of memory space and must be aligned to
a 1KB boundary. Each entry translates a 4KB block of virtual memory to a 4KB block in physical

memory. A page table entry can give the base address of either a 4KB or 64KB page. There are three
types of entry used in L2 page tables, identified by the value in the two least significant bits of the

entry:

« Alarge page entry points to a 64 KB page.

« A small page entry points a 4 KB page.

« A fault page entry generates an abort exception if accessed.
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The fields mentioned in Figure 3-7 are discussed in Description of Page Table Entry Fields.

Figure 3-7: L2 Page Table Entry Format
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Figure 3-8 summarizes the address translation process when using two layers of page tables. The bits

[31:20] of the virtual address are used to index into the 4096-entry L1 page table, where the base

address is given by the CP15 TTB register. The L1 page table entry points to an L2 page table, which
contains 256 entries. Bits [19:12] of the virtual address are used to select one of those entries which
then gives the base address of the page. The final physical address is generated by combining that

base address with the remaining bits of the physical address.
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Figure 3-8: Generating a Physical Address from an L2 Page Table Entry

Description of Page Table Entry Fields

Memory Access Permissions (AP and APx)

The access permission (AP and APX) bits in the page table entry give the access permission for a
page. An access which does not have the necessary permission (or which faults) is aborted. On a data
access, this results in a precise data abort exception. On an instruction fetch, the access is marked as
aborted and if the instruction is not subsequently flushed before execution, a pre-fetch abort
exception is taken. Information about the address of the faulting location and the reason for the fault
is stored in CP15 (the fault address and fault status registers). The abort handler can then take
appropriate action. Table 3-2 lists the access permission encodings.
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Table 3-2: Access Permission Encodings
APX AP1 APO Privileged Unprivileged Description
0 0 0 No access No access Permission fault
0 0 1 Read/Write No access Privileged access only
0 1 0 Read/Write Read No user-mode write
0 1 1 Read/Write Read/Write Full access
1 0 0 ~ ~ Reserved
1 0 1 Read No access Privileged Read only
1 1 0 Read Read Read only
1 1 1 ~ ~ Reserved

Memory Attributes (TEX, C and B bits)

TEX, C, and B bits within the page table entry are used to set the memory attributes of a page and
also the cache policies to be used. Memory attributes are discussed in 3.2.4 Memory Ordering, and
for various cache policies refer to the ARM Technical Reference Manual. Table 3-3 and Table 3-4
summarize these memory attributes.

Table 3-3: Memory Attributes Encodings
TEX [2:0] C B Description Memory Type
0 0 0 Strongly-ordered Strongly ordered
0 0 1 shareable device Device
0 1 0 Outer and Inner write through, no allocate on write | Normal
0 1 1 Outer and Inner write back, no allocate on write Normal
1 0 0 Outer and Inner non-cacheable Normal
1 1 1 Outer and Inner cacheable Normal
10 1 0 Non-Shareable device Device
10 - - Reserved -
11 - - Reserved -
1XX Y Y Cached memory Normal
XX — Outer Policy
YY — Inner Policy
Table 3-4: Memory Attributes Encodings
Encoding Bits
Cache Attribute
C B
0 0 Non-cacheable
0 1 Write-back, write-allocate
1 0 Write-through, no write-allocate
1 1 Write-back, no write-allocate
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Domains

A domain is a collection of memory regions. Domains are only valid for L1 page table entries. The L1
page table entry format supports 16 domains, and requires the software that defines a translation
table to assign each memory region to a domain. The domain field specifies which of the 16 domains
the entry is in, and a two-bit field in the Domain Access Control register (DACR) defines the
permitted access for each domain. The possible settings for each domain are:

« No access — Any access using the translation table descriptor generates a Domain fault.

« Clients — On an access using the translation table descriptor, the access permission attributes
are checked. Therefore, the access might generate a permission fault.

« Managers — On an access using the translation table descriptor, the access permission attributes
are not checked. Therefore, the access cannot generate a Permission fault.

Shareable bit (S)

This bit determines whether the translation is for sharable memory. S = 0, the memory location is
non-shareable, and S = 1, it is sharable. For more information, refer to shareable attributes in section
3.2.4 Memory Ordering.

Non-Global Region Bit (nG)

The nG bit in the translation table entry permits the virtual memory map to be divided into global
and non-global regions. Each non-global region (nG = 1) has an associated address space identifier
(ASID), which is a number assigned by the OS to each individual task. If the nG bit is set for a
particular page, that page is associated with a specific application and is not global. This means that
when the MMU performs a translation, it uses both the virtual address and an ASID values. When a
page table walk occurs and the TLB is updated and the entry is marked as non-global, the ASID value
is stored in the TLB entry in addition to the normal translation information. Subsequent TLB look-ups
only match on that entry if the current ASID matches with the ASID that is stored in the entry. This
means you can have multiple valid TLB entries for a particular page (marked as non-global), but with
different ASID values. This significantly reduces the software overhead of context switches, as it
avoids the need to flush the on-chip TLBs.

Execute Never bit (xN)

When a memory location is marked as Execute Never (its XN attribute is set to 1) in a Client domain,
instructions are not allowed to fetch/prefetch. Any region of memory that is read-sensitive must be
marked as Execute Never to avoid the possibility of a speculative prefetch accessing the memory
region. For example, any memory region that corresponds to a read-sensitive peripheral must be
marked as Execute Never.

TLB Organization

The Cortex-A9 MMU includes two levels of TLBs which include a unified TLB for both instruction and
data and separate micro TLBs for each. The micro TLBs act as the first level TLBs and each have 32
fully associative entries. If an instruction fetch or a load/store address misses in the corresponding
micro TLB, the unified or main TLB is accessed. The unified main TLB provides a 2-way associative
2x64 entry table (128 entries) and supports four lockable entries using the lock-by-entry model. The
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TLB uses a pseudo round-robin replacement policy to determine which entry in the TLB should be
replaced in the case of a miss.

Unlike some other RISC processors that require software to manage the updates of the TLB from the
page table that resides in the memory, the main TLB in Cortex-A9 supports hardware page table
walks to perform look-ups in the L1 data cache. This allows the page tables to be cached.

The MMU can be configured to perform hardware translation table walks in cacheable regions by
setting the IRGN bits in the Translation Table Base registers. If the encoding of the IRGN bits is
write-back, then an L1 data cache look-up is performed and data is read from the data cache. If the
encoding of the IRGN bits is write-through or non-cacheable, then an access to external memory is
performed.

TLB entries can be global, or can be assigned to particular processes or applications using the ASIDs
associated with those processes. ASIDs enable TLB entries remain resident during context switches,
avoiding the requirement of reloading them subsequently.

Note: The ARM Linux kernel manages the 8-bit TLB ASID space globally across all CPUs instead of on
a per-CPU basis. The ASID is incremented for each new process. When the ASID rolls over (ASID = 0)
a TLB flush request is sent to both CPUs. However, only the CPU that is in the middle of a context
switch immediately updates its current ASID context. The other CPU continues to run using its
current pre-rollover ASID until a scheduling interval occurs and then it context switches to a new
process.

TLB maintenance and configuration operations are controlled through a dedicated coprocessor,
CP15, integrated within the core. This coprocessor provides a standard mechanism for configuring
the level one memory system.

Micro TLB

The first level of caching for the page table information is a micro TLB of 32 entries implemented on
each of the instruction and data sides. These blocks provide a fully associative look-up of the virtual
addresses in a cycle.

The micro TLB returns the physical address to the cache for the address comparison, and also checks
the protection attributes to signal either a pre-fetch abort or a data abort.

All main TLB related operations affect both the instruction and data micro TLBs, causing them to be
flushed. In the same way, any change of the Context ID register causes the micro TLBs to be flushed.
The main or unified TLB, explained in the next section, should be invalidated after a CPU reset and
before the MMU is enabled.

Main TLB

The main TLB is the second layer in the TLB structure that catches the misses from the Micro TLBs. It
also provides a centralized source for lockable translation entries.

Misses from the instruction and data micro TLBs are handled by a unified main TLB. Accesses to the
main TLB take a variable number of cycles, according to competing requests from each of the micro
TLBs and other implementation-dependent factors.
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Entries in the lockable region of the main TLB are lockable at the granularity of a single entry. As long
as the lockable region does not contain any locked entries, it can be allocated with non-locked
entries to increase overall main TLB storage size.

Translation Table Base Register 0 and 1

When managing multiple applications with their individual page tables, there is a need to have
multiple copies of the L1 page table, one for each application. Each of these are 16 KB in size. Most
of the entries are identical in each of the tables, as typically only one region of memory is
task-specific, with the kernel space being unchanged in each case. Furthermore, if there is a need to
modify a global page table entry, the change is needed in each of the tables.

To help reduce the effect of these problems, a second page table base register can be used. CP15
contains two page table base registers, TTBRO and TTBR1. A control register (the TTB Control
register) is used to program a value in the range 0 to 7. This value (denoted by N) tells the MMU how
many upper bits of the virtual address it should check to determine which of the two TTB registers to
use. When N is O (the default), all virtual addresses are mapped using TTBRO. With N in the range 1-7,
the hardware looks at the most significant bits of the virtual address. If the N most significant bits
are all zero, TTBRO is used, otherwise TTBR1 is used.

TTBRO is used typically for process-specific addresses. On a context switch, TTBRO is updated to
point to the first-level translation table for the new context and TTBCR is updated if this change
changes the size of the translation table. This table ranges in size from 128 bytes to 16 KB.

TTBR1 is used for operating system and I/O addresses that do not change on a context switch. The
size of this table is always 16 KB.

TLB Match Process

Each TLB entry contains a virtual address, a page size, a physical address, and a set of memory
properties. Each is marked as being associated with a particular application space, or as global for all
application spaces. A TLB entry matches if bits [31: N] of the modified virtual address (MVA) match,
where N is log2 of the page size for the TLB entry. It is either marked as global, or the ASID matched
the current ASID.

A TLB entry matches when these conditions are true:

« lIts virtual address matches that of the requested address.
« Its non-secure TLB ID (NSTID) matches the secure or non-secure state of the MMU request.

« Its ASID matches the current ASID or is global.

The operating system must ensure that, at most, one TLB entry matches at any time. A TLB can store
entries based on the following block sizes:

Supersections: 16 MB blocks of memory
Sections: 1 MB blocks of memory
Large pages: 64 KB blocks of memory
Small pages: 4 KB blocks of memory
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Supersections, sections, and large pages are supported to permit mapping of a large region of
memory while using only a single entry in a TLB. If no mapping for an address is found within the
TLB, then the translation table is automatically read by hardware and a mapping is placed in the TLB.
(The translation table entries are discussed in detail in Translation Table Base Register 0 and 1,
page 85)

Memory Access Sequence

When the processor generates a memory access, the MMU:
1. Performs a look-up for the requested virtual address and current ASID and security state in the
relevant instruction or data micro TLB.

2. If there is a miss in the micro TLB, performs a look-up for the requested virtual address and
current ASID and security state in the main TLB.

3. If there is a miss in main TLB, performs a hardware translation table walk.

The MMU might not find a global mapping or a mapping for the currently selected ASID with a
matching non-secure TLB ID (NSTID) for the virtual address in the TLB. In this case, the hardware
does a translation table walk if the translation table walk is enabled by the PDO or PD1 bit in the TTB

Control register. If translation table walks are disabled, the processor returns a section translation
fault.

If the MMU finds a matching TLB entry, it uses the information in the entry as follows:

1. The access permission bits and the domain determine if the access is enabled. If the matching
entry does not pass the permission checks, the MMU signals a memory abort. See the ARM
Architecture Reference Manual (ARMv7-A) for a description of access permission bits, abort types
and priorities, and for a description of the Instruction Fault Status register (IFSR) and Data Fault
Status register (DFSR).

2. The memory region attributes specified in both the TLB entry and the CP15 c10 remap registers
control the cache and write buffer, and determine if the access is:

a. Secure or non-secure
b. Shared or not
¢. Normal memory, device, or strongly-ordered

3. The MMU translates the virtual address to a physical address for the memory access.

If the MMU does not find a matching entry, a hardware table walk occurs.
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Figure 3-9: Translation Process

TLB Maintenance Operations

The following rules describe the TLB maintenance operations:

« ATLB invalidate operation is complete when all memory accesses using the TLB entries that
have been invalidated have been observed by all observers to the extent that those accesses are
required to be observed, as determined by the shareability and cacheability of the memory
locations accessed by the accesses. In addition, once the TLB invalidate operation is complete,
no new memory accesses that can be observed by those observers using those TLB entries will
be performed.

« A TLB maintenance operation is only guaranteed to be complete after the execution of a DSB
instruction.

« An ISB instruction, or a return from an exception, causes the effect of all completed TLB
maintenance operations that appear in program order before the ISB or return from exception
to be visible to all subsequent instructions, including the instruction fetches for those
instructions.

« An exception causes all completed TLB maintenance operations that appear in the instruction
stream before the point where the exception was taken to be visible to all subsequent
instructions, including the instruction fetches for those instructions.

« All TLB maintenance operations are executed in program order relative to each other.

« The execution of a Data or Unified TLB maintenance operation is guaranteed not to affect any
explicit memory access of any instruction that appears in program order before the TLB
maintenance operation. This means no memory barrier instruction is required. This ordering is
guaranteed by the hardware implementation.

« The execution of a Data or Unified TLB maintenance operation is only guaranteed to be visible
to a subsequent explicit load or store operation after both:
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o The execution of a DSB instruction to ensure the completion of the TLB operation.
- A subsequent ISB instruction, or taking an exception, or returning from an exception.

« The execution of an instruction or unified TLB maintenance operation is only guaranteed to be
visible to subsequent instruction fetch after both:

o The execution of a DSB instruction to ensure the completion of the TLB operation.

- A subsequent ISB instruction, or taking an exception, or returning from an exception.

The following rules apply when writing translation table entries. They ensure that the updated entries
are visible to subsequent accesses and cache maintenance operations.

« A write to the translation tables, after it has been cleaned from the cache if appropriate, is only
guaranteed to be seen by a translation table walk caused by an explicit load or store after the
execution of both a DSB and an ISB. However, it is guaranteed that any writes to the translation
tables are not seen by any explicit memory access that occurs in program order before the write
to the translation tables.

« If the translation tables are held in write-back cacheable memory, the caches must be cleaned to
the point of unification after writing to the translation tables and before the DSB instruction.
This ensures that the updated translation table is visible to a hardware translation table walk.

« A write to the translation tables, after it has been cleaned from the cache if appropriate, is only
guaranteed to be seen by a translation table walk caused by the instruction fetch of an
instruction that follows the write to the translation tables after both a DSB and an ISB.

TLB Lockdown

The TLB supports the TLB lock-by-entry model as described in the ARM Architecture Reference
Manual (ARMv7-A). See the TLB Lockdown register description in the ARM Cortex-A9 Technical
Reference Manual.

3.2.6 Interfaces

AXI and Coherency Interfaces

Each Cortex-A9 processor provides two 64-bit pseudo AX| master interfaces for independent
instruction fetch and data transactions. These interfaces operate at the speed of the processor cores
(CPU_6x4x clock) and are capable of sustaining four double-word writes every five processor cycles
when copying data across a cached region of memory. The instruction side interface is a read-only
interface and does not have the write channel. These interfaces implement an extended version of
the AXI protocol that also provides multiple optimizations to the L2 cache including support for L2
pre-fetch hints and speculative memory accesses. These optimizations are explained in more detail
in the L2-Cache section of this chapter.

The AXI transactions are all routed through the SCU to the OCM or the L2 cache controller based on
their addresses. Each Cortex-A9 also provides a cache coherency bus (CCB) to the SCU to provide the
information required for coherency management between the L1 and L2 caches.
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Debug and Trace Interfaces

Each Cortex-A9 processor has a standard 32-bit APB slave port that operates at the CPU_1x clock
frequency and is accessed through the debug APB bus master in the SOC debug block. The operation
of this block is explained in the corresponding chapter of this document.

The Cortex-A9 processors also include a pair of interfaces for trace generation and cross trigger
control. The trace source interface from each core is a 32-bit CoreSight standard ATB master port
that operates at the speed of the PS interconnect (CPU_2x clock), and is connected to the funnel in
the SOC debug block. Each core also has a 4-bit standard CoreSight cross trigger interface that
operates at the interconnect frequency (CPU_2x clock) and is connected to the cross trigger matrix
(CTM) in the SOC debug block.

Other Interfaces

Each Cortex-A9 processor has multiple control bits that are driven through the System-Level Control
register (SLCR). This includes a 4-bit interface that drives the CoreSight standard security signals and
also static configuration signals for controlling CP15 and SW programmability.

There are also other interfaces including the event and interrupt interfaces that are explained later in
this chapter.

3.2.7 NEON

« The Cortex-A9 NEON MPE extends the Cortex-A9 functionality to provide support for the ARM
v7 advanced SIMD and vector floating-point v3 (VFPv3) instruction sets. The Cortex-A9 NEON
MPE supports all addressing modes and data processing operations described in the ARM
Architecture Reference Manual (ARMv7-A).

The Cortex-A9 NEON MPE features are:

« SIMD vector and scalar single-precision floating-point computation
- Unsigned and signed integers
- Single bit coefficient polynomials
- Single-precision floating-point values
« The operations supported by the NEON co-processor include:
- Addition and subtraction
o Multiplication with optional accumulation
o Maximum or minimum value driven lane selection operations
- Inverse square-root approximation

- Comprehensive data-structure load instructions, including register-bank-resident table
lookup.

« Scalar double-precision floating-point computation
« SIMD and scalar half-precision floating-point conversion

« 8,16, 32, and 64-bit signed and unsigned integer SIMD computation

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 89
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=89

i: X”.'NX Chapter 3: Application Processing Unit

« 8 or 16-bit polynomial computation for single-bit coefficients
¢ Structured data load capabilities
« Dual issue with Cortex-A9 processor ARM or Thumb instructions
« Independent pipelines for VFPv3 and advanced SIMD instructions
« Large, shared register file, addressable as:

o Thirty-two 32-bit S (single) registers

o Thirty-two 64-bit D (double) registers

- Sixteen 128-bit Q (quad) registers

See the ARM Architecture Reference Manual (ARMv7-A) for details of the advanced SIMD instructions
and the NEON MPE operation.

3.2.8 Performance Monitoring Unit

The Cortex-A9 processor includes a performance monitoring unit (PMU) which provides six counters
to gather statistics on the operation of the processor and memory system. Each counter can count

any of 58 events available in the Cortex-A9 processor. The PMU counters and their associated control
registers are accessible from the internal CP15 interface as well as from the DAP interface. For details,
refer to the Performance Monitoring Unit section in the ARM Cortex-A9 Technical Reference Manual.

3.3 Snoop Control Unit (SCU)

3.3.1 Summary

The SCU block connects the two Cortex-A9 processors to the memory subsystem and contains the
intelligence to manage the data cache coherency between the two processors and the L2 cache. This
block is responsible for managing the interconnect arbitration, communication, cache and system
memory transfers, and cache coherence for the Cortex-A9 processors. The APU also exposes the
capabilities of the SCU to system accelerators that are implemented in the PL through the accelerator
coherency port (ACP) interface (see ACP Interface, page 103). This interface allows PL masters to
share and access the processor cache hierarchy. The offered system coherence here not only
improves performance but also reduces the software complexity involved in otherwise maintaining
software coherency within each OS driver.

The SCU block communicates with each of the Cortex-A9 processors through a cache coherency bus
(CCB) and manages the coherency between the L1 and the L2 caches. The SCU supports MESI
snooping which provides increased power efficiency and performance by avoiding unnecessary
system accesses. The block implements duplicated 4-way associative tag RAMs acting as a local
directory that lists coherent cache lines held in the CPU L1 data caches. The directory allows the SCU
to check if data is in the L1 data caches with great speed and without interrupting the processors.
Also, accesses can be filtered only to the processor that is sharing the data.
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The SCU can also copy clean data from one processor cache to another and eliminate the need for
main memory accesses to perform this task. Furthermore, it can move dirty data between the
processors, skipping the shared state and avoiding the latency associated with the write-back.

IMPORTANT: /t is important to note that the Cortex-A9 does not guarantee coherency between the L1
i? instructions caches as the processor is not capable of modifying the L1 contents directly.

3.3.2 Address Filtering

One of the functions of the SCU is to filter transactions that are generated by the processors and the
ACP based on their addresses and route them accordingly to the OCM or L2 controller. The
granularity of the address filtering within the SCU is 1 MB; therefore, all accesses by the processors
or through the ACP whose addresses are within a 1 MB window can only target the OCM or L2
controller. The default setting of the address filtering within the SCU routes all the upper and lower
1M addresses within the 4G address space to the OCM and the rest of the addresses are routed to
the L2 controller. Refer to the SCU Address Filtering section of Chapter 29, On-Chip Memory (OCM)
for more information on the SCU address filtering.

3.3.3 SCU Master Ports

Each of the SCU AXI master ports to the L2 or OCM has the following write and read issuing
capabilities:
«  Write issuing capability:
- 10 write transactions per processor:
- 8 non-cacheable writes
- 2 evictions from L1
o 2 additional writes for eviction traffic from the SCU
o 3 more write transactions from the ACP
« Read issuing capability:
« 14 read transactions per processor:
- 4 instruction reads
- 6 linefill reads
- 4 non-cacheable read

- 7 more read transactions from the ACP
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3.4 L2-Cache

3.4.1 Summary

The L2 cache controller is based on the ARM PL310 and includes an 8-way set-associative 512 KB
cache for dual/single Cortex-A9 cores. The L2 cache is physically addressed and physically tagged
and supports a fixed 32-byte line size. These are the main features of the L2 cache:
« Supports snoop coherency control utilizing MESI algorithm.
« Offers parity check for L2 cache memory.
« Supports speculative read operations in the SMP mode.
* Provides L1/L2 exclusive mode (that is, data exists in either, but not both).
« Can be locked down by master, line, or way per master.
« Implements 16-entry deep preload engine for loading data into L2 cache memory.
« To improve latency, critical-word-first line-fill is supported.
« Implements pseudo-random victim selection policy with deterministic option.
o Write-through and write-back.
- Read allocate, write allocate, read and write allocate.

« The contents of the L2 data and tag RAMs are cleared upon an L2 reset to comply with security
requirements.

« The L2 controller implements multiple 256-bit line buffers to improve cache efficiency.

o Line fill buffers (LFBs) for external memory access to create a complete cache line into L2
cache memory. Four LFBs are implemented for AXI read interleaving support.

o Two 256-bit line read buffers for each slave port. These buffers hold a line from the L2 cache
in case of cache hit.

- Three 256-bit eviction buffers hold evicted lines from the L2 cache, to be written back to
main memory.

o Three 256-bit store buffers hold bufferable writes before their draining to main memory, or
L2 cache. They enable multiple writes to the same line to be merged.

« The controller implements selectable cache pre-fetching within 4k boundaries.
« The L2 cache controller forwards exclusive requests from L1 to DDR, OCM, or external memory.

Note: The SCU does not maintain coherency between instruction and data L1 caches, so this
coherency must be maintained by software.

The L2 cache implements TrustZone security extension to offer enhanced OS security. The
non-secure (NS) tag bit is added in tag RAM and is used for lookup in the same way as an address bit.
The NS tag bit is also added in all of the buffers. The NS bit in tag RAM is used to determine the
security level of evictions to DDR and OCM. The controller restricts non-secure accesses for control,
configuration, and maintenance registers to restrict access to secure data.
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Cache Response

This section describes the general behavior of the cache controller depending on the Cortex-A9
transactions. These are the descriptions for the different type of transactions:

Bufferable The transaction can be delayed by the interconnect or any of its components for
an arbitrary number of cycles before reaching its final destination. This is usually
only relevant to writes.

Cacheable The transaction at the final destination does not have to present the
characteristics of the original transaction. For writes, this means that several
different writes can be merged together. For reads, this means that a location can
be pre-fetched or can be fetched just once for multiple read transactions. To
determine if a transaction should be cached, this attribute should be used in
conjunction with the read allocate and write allocate attributes.

Read Allocate If the transferis a read and it misses in the cache, then it should be allocated.
This attribute is not valid if the transfer is not cacheable.

Write Allocate |[f the transfer is a write and it misses in the cache, then it should be allocated.
This attribute is not valid if the transfer is not cacheable.

In the ARM architecture, the inner attributes are used to control the behavior of the L1 caches and
write buffers. The outer attributes are exported to the L2 or an external memory system.

In the Cortex-A9 processing system (similar to most modern processors), to improve performance
and power, many optimizations are performed at many levels of the system which cannot be
completely hidden from the outside world and might cause the violation of the expected sequential
execution model. Examples of these optimizations are:

e Multi-issue speculative and out-of-order execution.
« Use of load/store merging to minimize the latency of load/stores.

« In a multicore processor, hardware-based cache coherency management can cause cache lines
to migrate transparently between cores causing different cores to see updates to cached
memory locations in different orders.

« External system characteristics might create additional challenges when external masters are
included in the coherent system through the ACP.

Therefore, it is vital to define certain rules to constrain the order in which the memory accesses of
one core relate to the surrounding instructions, or could be observed by other cores within a
multicore processor system. Typically the memory can be categorized into normal, strongly ordered,
and device regions. For more information, refer to section 3.2.4 Memory Ordering.

Table 3-5 shows the general behavior of the L2 cache controller in response to ARMv7 load/store
transaction types that are supported by Cortex-A9.
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Table 3-5:

Chapter 3:

Cache Controller Behavior for SCU Requests

Transaction Type

ARMvV7 Equivalent

L2 Cache Controller Behavior

Non-cacheable
and
non-bufferable

Strongly ordered

Read: Not cached in L2, results in memory access.
Write: Not buffered, results in memory access.

Bufferable only | Device Read: Not cached in L2, results in memory access.
Write: Placed in store buffer, not merged, immediately drained to
memory.

Cacheable but Outer Read: Not cached in L2, results in memory access.

do not allocate

non-cacheable

Write: Placed in store buffer, write to memory when store buffer is
drained.

Cacheable
write-through,
allocate on read

Outer
write-through, no
write allocate

Read hit: Read from L2.

Read miss: Line fill to L2.

Write hit: Put in store buffer, write to L2 and memory when store
buffer is drained.

Write miss: Put in store buffer, write to memory when store buffer is
drained.

Cacheable
write-back,
allocate on read

Outer write-back,
no write allocate

Read hit: Read from L2.

Read miss: Line fill to L2.

Write hit: Put in store buffer, write to L2 when store buffer is drained
and mark line as dirty.

Write miss: Put in store buffer, write to memory when store buffer is
drained.

Cacheable
write-through,
allocate on write

Read hit: Read from L2.

Read miss: Not cached in L2, causes memory access.

Write hit: Put in store buffer, write to L2 and memory when store
buffer is drained.

Write miss: Put in store buffer. When buffer is drained, check if it is
full. If not full, request word or line to memory before allocating
buffer to L2. Allocation to L2. Write to memory.

Cacheable
write-back,
allocate on write

Read hit: Read from L2.

Read miss: Not cached in L2, causes memory access.

Write hit: Put in store buffer, write to L2 when store buffer is drained,
and mark line as dirty.

Write miss: Put in store buffer. When buffer has to be drained, check
if itis full. If it is not full then request word or line to memory before
allocating the buffer to L2. Allocation to L2.
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Table 3-5:

Chapter 3: Application Processing Unit

Cache Controller Behavior for SCU Requests (Cont’d)

Transaction Type

ARMvV7 Equivalent

L2 Cache Controller Behavior

Cacheable
write-through,
allocate on read

Outer
write-through,
allocate on both

Read hit: Read from L2.
Read miss: Line fill to L2.
Write hit: Put in store buffer, write to L2 and memory when store

and write reads and writes buffer is drained.

« Write miss: Put in store buffer. When buffer has to be drained, check
whether it is full. If it is not full then request word or line to memory
before allocating the buffer to the L2. Allocation to L2. Write to
memory.

Cacheable Outer write-back, | « Read hit: Read from L2.

write-back, write allocate « Read miss: Line fill to L2.

aIIocatg on read « Write hit: Put in store buffer, write to L2 when store buffer is drained,
and write

and mark line as dirty.

« Write miss: Put in store buffer. When buffer has to be drained, check
if itis full. If it is not full then request word or line to memory before
allocating the buffer to L2. Allocation to L2.

3.4.2 Exclusive L2-L1 Cache Configuration

In the exclusive cache configuration mode, the L1 data cache of the Cortex-A9 processor and the L2
cache are exclusive. At any time, a given address is cached in either L1 data cache or in the L2 cache,
but not in both. This has the effect of increasing the usable space and efficiency of the L2 cache.
When exclusive cache configuration is selected:

» Data cache line replacement policy is modified so that the victim line in the L1 always gets
evicted to the L2, even if it is clean.

« If alineis dirty in the L2 cache, a read request to this address from the processor causes
write-back to external memory and a line-fill to the processor.

Both L1 and L2 caches have to be configured for exclusive caching. Setting the exclusive cache
configuration bit 12 in the auxiliary control register for L2 and bit 7 of the ACTLR register in
Cortex-A9 configure the L2 and L1 caches to operate exclusive to one another.

For reads, the behavior is as follows:

« For a hit, the line is marked as non-valid (the tag RAM valid bit is reset) and the dirty bit is
unchanged. If the dirty bit is set, future accesses can still hit in this cache line, but the line is part
of the preferred choice for future evictions.

« For a miss, the line is not allocated into the L2 cache.

For writes, the behavior depends on the value of attributes from the SCU to indicate if the write
transaction is an eviction from the L1 memory system and whether it is a clean eviction. AWUSERS[8]
attribute indicates an eviction and AWUSERS[9] indicates a clean eviction. The behavior is
summarized as follows:

« For a hit, the line is marked dirty unless the AWUSERS[9:8] = b11. In this case, the dirty bit is
unchanged.
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« For a miss, if the cache line is evicted (AWUSERS[8] is 1), the cache line is allocated and its dirty
status depends on if it is evicted dirty or not. If the cache line is evicted dirty (AWUSERS[8] is 0),
the cache line is allocated only if it is write allocate.

3.4.3 Cache Replacement Strategy

Bit [25] of the Auxiliary Control register configures the replacement strategy. It can be either
round-robin or pseudo-random. The round-robin replacement strategy fills invalid and unlocked
ways first; for each line, when ways are all valid or locked, the victim is chosen as the next unlocked
way. The pseudo-random replacement strategy fills invalid and unlocked ways first; for each line,
when ways are all valid or locked, the victim is chosen randomly between unlocked ways.

When a deterministic replacement strategy is required, the lockdown registers are used to prevent
ways from being allocated. For example, since L2 cache is 512 KB and is 8-way set-associative, each
way is 64 KB. If a piece of code is required to reside in two ways (128 KB), with a deterministic
replacement strategy, ways 1-7 must be locked before the code is filled into the L2 cache. If the first
64 KB of code is allocated into way 0 only, then way 0 must be locked and way 1 unlocked so that the
second half of the code can be allocated in way 1.

There are two lockdown registers, one for data and one for instructions. If required, one can separate
data and instructions into separate ways of the L2 cache.

3.4.4 Cache Lockdown

The L2 cache controller allows locking down entries by line, by way, or by master (includes both CPU
and ACP masters.) Lockdown by line and lockdown by way can be used at the same time; lockdown
by line and lockdown by master can also be used at the same time. However, lockdown by master
and lockdown by way are exclusive, because lockdown by way is a subset of lockdown by master.

Lockdown by Line

When enabled, all newly allocated cache lines get marked as locked. The controller then considers
them as locked and does not naturally evict them. It is enabled by setting bit [0] of the lockdown by
the line enable register. Bit [21] of the tag RAM shows the locked status of each cache line.

TIP: An example of when the lockdown by line feature might be enabled is during the time when a
O critical piece of software code is loaded into the L2 cache.

The unlock all lines background operation enables the unlocking of all lines marked as locked by the
lockdown by line mechanism. The status of this operation can be checked by reading the unlock all
lines register. While an unlock all lines operation is in progress, you cannot launch a background
cache maintenance operation. If attempted, a SLVERR error is returned.

Lockdown by Way

The L2 cache is 8-way set-associative and allows users to lock the replacement algorithm on a way
basis, enabling the set count to be reduced from 8-way all the way down to direct mapped. The
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32-bit cache address consists of the following fields: [Tag Field], [Index Field], [Word Field], [Byte
Field].

When a cache lookup occurs, the index defines where to look in the cache ways. The number of ways
defines the number of locations with the same index referred to as a set. Therefore, an 8-way set
associative cache has eight locations where an address with index A can exist. There are 211 or 2,048
indices in the 512K L2 cache.

Lockdown format C, as the ARM Architecture Reference Manual (ARMv7-A) describes, provides a
method to restrict the replacement algorithm used for allocations of cache lines within a set. This
method enables:

« Fetch of code or load data into the L2 cache
« Protection from being evicted because of other accesses

« This method can also be used to reduce cache pollution.

The lockdown register in the L2 cache controller is used to lock any of the eight ways in the L2 cache.
To apply lockdown, you set each bit to 1 to lock each respective way. For example, set bit [0] for Way
0, bit [1] for Way 1.

Lockdown by Master

The lockdown by master feature is a superset of the lockdown by way feature. It enables multiple
masters to share the L2 cache and makes the L2 cache behave as though these masters have
dedicated smaller L2 caches. This feature enables you to reserve ways of the L2 cache to specific
master IDs.

There are eight Instruction and eight Data Lock-Down registers in the L2 cache controller
(OxF8F02900 to 0xF8F0293C) and each register is associated with one of the master IDs identified
by AR/WUSERSx[7:5] bits. Each register contains a 16-bit DATALOCK or INSTRLOCK field. By setting
any of the 16 bits in those fields to 1, the user can lock down that specific way for its corresponding
master ID.

The L2 cache controller lockdown by master is only able to distinguish up to eight different masters.
However, there are up to 64 AXI master IDs from the Cortex-A9 MP core. Table 3-6 shows how the 64
master ID values are grouped into eight lockable groups.

Table 3-6: Lockdown by Master ID Group

ID Group Transaction Sources L2 DATA/INSTRLOCKxxx
A9 Core 0 All read/write and instruction fetch requests from Core 0 000
A9 Core 1 All read/write and instruction fetch requests from Core 1 001
A9 Core 2 Reserved for future 010
A9 Core 3 Reserved for future 011
ACP Group0 ACP requests with ID = {000, 001} 100
ACP Group1 ACP requests with ID = {010, 011} 101
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Table 3-6: Lockdown by Master ID Group (Cont’d)

ID Group Transaction Sources L2 DATA/INSTRLOCKxxx
ACP Group2 ACP requests with ID = {100, 101} 110
ACP Group3 ACP requests with ID = {110, 111} 111

3.4.5 Enabling and Disabling the L2 Cache Controller

The L2 cache is disabled by default and can be enabled by setting bit 0 of the L2 cache control
register independently of the L1 caches. When the cache controller block is not enabled, depending
on their addresses, transactions pass through to the DDR memory or the main interconnect on the
cache controller master ports. The address latency introduced by the disabled cache controller is one
cycle in the slave port from the SCU plus one cycle in the master ports.

3.4.6 RAM Access Latency Control

The L2 cache data and tag RAMs use the same clock as the Cortex-A9 processors; however, it is not
feasible to access these RAMs in a single cycle when the clock runs at its maximum speed. To address
this issue, the L2-cache controller provides a mechanism to adjust the latencies for the write access,
read access, and setup of both RAM arrays by respectively setting bits [10:8], [6:4], and [2:0] of its tag
RAM and data RAM latency control registers. The default value for these fields is 3' b111 for both
registers, which corresponds to the maximum latency of eight CPU_6x4x cycles for the three
attributes of each RAM array. Because these large latencies result in very poor cache performance,
the software should program the attributes as follows:

« Set the latencies for the three tag RAM attributes to 2 by writing 3' b001 to bits [10:8], [6:4],
and [2:0] of the tag RAM latency control register.

« Set the latencies for the write access and setup of the data RAM to 2 by writing 3' b001 to bits
[10:8] and [2:0] of the data RAM latency control register.

« Setthe read access latency of the data RAM to 3 by writing 3' b010 to bits [6:4] of the data RAM
latency control register.

3.4.7 Store Buffer Operation

Two buffered write accesses to the same address and the same security bit cause the first write
access to be overridden if the controller does not drain the store buffer after the first access. The
store buffer has merging capabilities, so it merges successive writes to the same line address into the
same buffer slot. This means that the controller does not drain the slots as soon as they contain data,
but rather waits for other potential accesses that target the same cache line. The store buffer
draining policy is as follows. Slave port refers to the port from the SCU to the L2 cache controller:

e The store buffer slot is immediately drained if targeting device memory area.

« The store buffer slots are drained as soon as they are full.

« The store buffer is drained at each strongly-ordered read occurrence in the slave port.

« The store buffer is drained at each strongly ordered write occurrence in the slave port.

« If the three slots of the store buffer contain data, the least recently accessed slot is drained.

Zynq-7000 SoC Technical Reference Manual www.xilinx.com Send Feedback 98
UG585 (v1.12.2) July 1, 2018 [—\/—]


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=98

i: X”.'NX Chapter 3: Application Processing Unit

« If ahazard is detected with one store buffer slot, it is drained to resolve the hazard. Hazards can
occur when data is present in the cache buffers, but not yet present in the cache RAM or
external memory.

« The store buffer slots are drained when a locked transaction is received by the slave port.

« The store buffer slots are drained when a transaction targeting the configuration registers is
received by the slave port.

Merging condition is based on address and security attribute. Merging takes place only when data is
in the store buffer and it is not draining.

When a write-allocate cacheable slot is drained, misses in the cache, and is not full, the store buffer
sends a request through the master ports to the main interconnects or DDR to complete the cache
line. The corresponding master port sends a read request through the interconnects and provides
data to the store buffer in return. When the slot is full, it can be allocated into the cache.

3.4.8 Optimizations Between Cortex-A9 and L2 Controller

To improve performance, the SCU interface to the L2 controller, and partially the interface to the
on-chip memory controller (OCM), implement several optimizations:

« Early write response
+ Pre-fetch hints
« Full line of zero write

« Speculative reads of the Cortex-A9 MPCore processor

These optimizations apply to the transfers from the processor and do not include the ACP.

Early Write Response

During the write transaction from the Cortex-A9 to the L2 cache controller, the write response from
the L2 controller is normally returned to the SCU only when the last data beat has arrived at the L2
controller. This optimization enables the L2 controller to send the write response of certain write
transactions as soon as the store buffer accepts the write address and allows the Cortex-A9
processor to provide a higher bandwidth for writes. This feature is disabled by default and you can
enable it by setting the Early BRESP enable bit in the auxiliary control register for the L2 controller.
The Cortex-A9 does not require any programming to enable this feature. OCM does not support this
feature and its write responses are generated normally.

Pre-fetch Hints

When the Cortex-A9 processor is configured to run in SMP mode, the automatic data pre-fetchers
implemented in the CPUs issue special read accesses to the L2 cache controller. These special reads
are called pre-fetch hints. When the L2 controller receives such pre-fetch hints, it allocates the
targeted cache line into the L2 cache for a miss without returning any data back to the Cortex-A9
processor. You can enable the pre-fetch hint generation by the Cortex-A9 processors through one of
the two following methods:
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1. Enabling the L2 pre-fetch hint feature by setting bit [1] of the ACTLR register. When enabled, this
feature sets the Cortex-A9 processor to automatically issue L2 pre-fetch hint requests when it
detects regular fetch patterns on a coherent memory.

2. Use of PLE (pre-load engine) operations. When this feature is used in the Cortex-A9 processor,
the PLE issues a series of L2 pre-fetch hint requests at the programmed addresses.

No additional programming of the L2 Controller is required. Application of the pre-fetch hints to the
OCM memory space does not cause any action because, unlike caches, transfer of data into OCM
RAM requires explicit operations by software.

Full Line of Zero Write

When this feature is enabled, the Cortex-A9 processor can write entire non-coherent cache lines of
zeroes to the L2 cache, using a single write command cycle. This provides a performance
improvement as well as some power savings. The Cortex-A9 processor is likely to use this feature
when a CPU is executing a memset routine to initialize a particular memory area.

This feature is disabled by default and can be enabled by setting the “Full Line of Zero” enable bit of
the auxiliary control register for the L2 controller and the enable bit in the Cortex-A9 ACTLR register.
Care must be taken if this feature is enabled because correct behavior relies on consistent enabling
in both the Cortex-A9 processor and the controller.

To enable this feature, the following steps must be performed:

1. Enable the full line of zero feature in the L2 controller.
2. Enable the L2 cache controller.

3. Enable the full line of zero feature in the Cortex-A9.

The cache controller does not support strongly ordered write accesses with this feature. The feature
is also supported by the OCM if it is enabled in the Cortex-A9

Speculative Reads of the Cortex-A9

This is a feature unique to the Cortex-A9 MP configuration and can be enabled using a dedicated
software control bit in the SCU Control register. For this feature, the Cortex-A9 has to be in the SMP
mode through the use of the SMP bit in the ACTLR register; however, the L2 controller does not
require any specific settings. When the speculative read feature is enabled, on coherent line fills, the
SCU speculatively issues read transactions to the controller in parallel with its tag lookup. The
controller does not return data on these speculative reads and only prepares data in its line read
buffers.

If the SCU misses, it issues a confirmation line fill to the controller. The confirmation is merged with
the previous speculative read in the controller and enables the controller to return data to the L1
cache sooner than a L2 cache hit. If the SCU hits, the speculative read is naturally terminated in the
L2 controller, either after a certain number of cycles, or when a resource conflict exists. The L2
controller informs the SCU when a speculative read ends, either by confirmation or termination.
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3.4.9 Pre-fetching Operation

The pre-fetch operation is the capability of attempting to fetch cache lines from memory in advance,
to improve system performance. To enable the pre-fetch feature, you set bit 29 or 28 of the auxiliary
or pre-fetch control register. When enabled, if the slave port from the SCU receives a cacheable read
transaction, a cache lookup is performed on the subsequent cache line. Bits [4:0] of the pre-fetch
control register provide the address of the subsequent cache line. If a miss occurs, the cache line is
fetched from external memory, and allocated to the L2 cache.

By default, the pre-fetch offsetis 5' b00000. For example, if SO receives a cacheable read at address
0x100, the cache line at address 0x120 is pre-fetched. Pre-fetching the next cache line might not
necessarily result in optimal performance. In some systems, it might be better to pre-fetch more in
advance to achieve better performance. The pre-fetch offset enables this by setting the address of
the pre-fetched cache line to Cache Line + 1 + Offset. The optimal value of the pre-fetch offset
depends on the external memory read latency and on the L1 read issuing capability. The pre-fetch
mechanism is not launched for a 4 KB boundary crossing.

Pre-fetch accesses can use a large number of the address slots in the controller master ports. This
prevents non-prefetch accesses being serviced and affects performance. To counter this effect, the
controller can drop pre-fetch accesses. This can be controlled using bit 24 of the Pre-fetch Control
register. When enabled, if a resource conflict exists between pre-fetch and non-pre-fetch accesses in
the controller master ports, pre-fetch accesses are dropped. When data corresponding to these
dropped pre-fetch accesses returns from the external memory, it is discarded and is not allocated
into the L2 cache.

3.4.10 Programming Model

The following applies to the registers used in the L2 cache controller:

« The cache controller is controlled through a set of memory-mapped registers. The memory
region for these registers must be defined with strongly ordered or device memory attributes in
the L1 page tables.

« The reserved bits in all registers must be preserved; otherwise, unpredictable behavior of the
device might occur.

« Allregisters support read and write accesses unless otherwise stated in the relevant text. A write
updates the contents of a register and a read returns the contents of the register.

« All writes to registers automatically perform an initial cache sync operation before proceeding.

Initialization Sequence

As an example, a typical cache controller start-up programming sequence consists of the following
register operations:
«  Write 0x020202 to the register at 0XxF8000A1C. This is a mandatory step.

«  Write to the auxiliary, tag RAM latency, data RAM latency, pre-fetch, and Power Control registers
using a read-modify-write to set up global configurations:

o Associativity and way size
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o Latencies for RAM accesses
- Allocation policy
o Pre-fetch and power capabilities
« Secure write to invalidate by way, offset 0x77C, to invalidate all entries in cache:
o Write OXFFFF to Ox77C
- Poll the cache maintenance register until invalidate operation is complete.
« If required, write to register 9 to lock down D and lock down I.
«  Write to the interrupt clear register to clear any residual raw interrupts set.
«  Write to the interrupt mask register if it is desired to enable interrupts.
«  Write to control register 1 with the LSB set to 1 to enable the cache.
If a write is performed to the auxiliary, tag RAM latency, or data RAM latency control register with the

L2 cache enabled, a SLVERR (error) results. The L2 cache must be disabled by writing to the control
register before writing to these registers.

Cache Lockdown by Way Sequence

These are the steps to be followed for locking code by way:
1. Ensure the code to be locked is in a cacheable memory region. This can be done by programming
page table entry for the region with appropriate memory attributes. Refer to Memory Attributes.

2. Ensure the code to lockdown is in a non-cacheable memory region. For example, the region can
be marked as a strongly ordered region.

The following is the sequence that needs to be implemented in lockdown routine:

Disable the interrupts.

4. Clean and invalidate the entire L2 cache. This step is for ensuring that the code to be locked is
not loaded into L2 cache.

5. Find the number of ways required for loading code based on the code size.

6. Unlock the calculated ways and lock all the ways remaining. This is done by writing into data
lockdown registers. Refer to the PL370 L2 Cache Controller Document for information on these
registers.

7. Load the code into the L2 cache using PLD instruction. The PLD instruction always generates data
references; this is the reason for using data lockdown registers. For more information on PLD
instruction, refer to the ARMv7 TRM. This step loads the code into unlocked ways.

8. Lock the loaded ways and unlock the remaining ways by writing into data lockdown registers.

9. Enable Interrupts.

TIP: To check for whether the code is really locked into L2 cache, generate more references to the code
that has been locked. These references can be monitored by the L2 cache instruction hit event. For more
information on the available events of L2 cache and their initialization, refer to the PL310 L2 Cache
Controller document. This event initialization should be done prior to code locking. So more the
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references to code, more the instruction hits. For example, the code that is locked can be called from a
timer interrupt handler which generates references as per the number of interrupts programmed.

3.5 APU Interfaces

3.5.1 PL Co-processing Interfaces

ACP Interface

The accelerator coherency port (ACP) is a 64-bit AXI slave interface on the SCU that provides an
asynchronous cache-coherent access point directly from the PL to the Cortex-A9 MP-Core processor
subsystem. A range of system PL masters can use this interface to access the caches and the memory
subsystem exactly the way the APU processors do to simplify software, increase overall system
performance, or improve power consumption. This interface acts as a standard AXI slave and
supports all standard read and write transactions without any additional coherency requirements
placed on the PL components. Therefore, the ACP provides cache-coherent access from the PL to
ARM caches while any memory local to the PL are non-coherent with the ARM.

Any read transactions through the ACP to a coherent region of memory interact with the SCU to
check whether the required information is stored within the processor L1 caches. If it is, the data is
returned directly to the requesting component. If it misses in the L1 cache, then there is also the
opportunity to hit in L2 cache before finally being forwarded to the main memory. For write
transactions to any coherent memory region, the SCU enforces coherence before the write is
forwarded to the memory system. The transaction can also optionally allocate into the L2 cache,
removing the power and performance impact of writing through to the off-chip memory.

ACP Requests

The read and write requests performed on the ACP behave differently depending on whether the
request is coherent or not. This behavior is as follows:

ACP coherent read requests: An ACP read request is coherent when ARUSER[0] = 1 and
ARCACHE[1] = 1 alongside ARVALID. In this case, the SCU enforces coherency. When the data is
present in one of the Cortex-A9 processors, the data is read directly from the relevant processor and
returned to the ACP port. When the data is not present in any of the Cortex-A9 processors, the read
request is issued on one of the SCU AXI master ports, along with all its AXI parameters, with the
exception of the locked attribute.

ACP non-coherent read requests: An ACP read request is non-coherent when ARUSER[0] = 0 or
ARCACHE[1] =0 alongside ARVALID. In this case, the SCU does not enforce coherency, and the read
request is directly forwarded to one of the available SCU AXI master ports to the L2 cache controller
or OCM.

ACP coherent write requests: An ACP write request is coherent when AWUSER[O] = 1 and
AWCACHE[1] =1 alongside AWVALID. In this case, the SCU enforces coherency. When the data is
present in one of the Cortex-A9 processors, the data is first cleaned and invalidated from the
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relevant CPU. When the data is not present in any of the Cortex-A9 processors, or when it has been
cleaned and invalidated, the write request is issued on one of the SCU AXI master ports, along with
all corresponding AXI parameters with the exception of the locked attribute.

Note: The transaction can optionally allocate into the L2 cache if the write parameters are set
accordingly.

ACP non-coherent write requests: An ACP write request is non-coherent when AWUSER[0] = O or
AWCACHE[1] = 0 alongside AWVALID. In this case, the SCU does not enforce coherency and the write
request is forwarded directly to one of the available SCU AXI master ports.

ACP Usage

The ACP provides a low latency path between the PS and the accelerators implemented in the PL
when compared with a legacy cache flushing and loading scheme. Steps that must take place in an
example of a PL-based accelerator are as follows:

1. The CPU prepares input data for the accelerator within its local cache space.

2. The CPU sends a message to the accelerator using one of the general purpose AXI master
interfaces to the PL.

3. The accelerator fetches the data through the ACP, processes the data, and returns the result
through the ACP.

4. The accelerator sets a flag by writing to a known location to indicate that the data processing is
complete. Status of this flag can be polled by the processor or could generate an interrupt.

Table 3-7 shows ACP read and write behavior based on current cache status. Clearly, access latency
is small when cache hits occur.

When compared to a tightly-coupled coprocessor, ACP access latencies are relatively long. Therefore,
ACP is not recommended for fine-grained instruction level acceleration. On the other hand, for
coarse-grain acceleration such as video frame-level processing, ACP does not have a clear advantage
over traditional memory-mapped PL acceleration because the transaction overhead is small relative
to the transaction time, and might potentially cause undesirable cache thrashing. ACP is therefore
optimal for medium-grain acceleration, such as block-level crypto accelerator and video
macro-block level processing.

Table 3-7: ACP Read and Write Behavior

Action Description

ACP read - | (invalid) SCU fetches data from external memory through one of two AXI master
interfaces. Data is forwarded to the ACP directly. It does not affect the CPU
L1 cache state.

ACP read — M (modified) SCU fetches data from L1 cache with M status. It does not affect the L1
cache state.

ACP read - S (shared) SCU fetches data from any L1 cache with S status. It does not affect the L1
cache state.

ACP read - E (exclusive) SCU fetches data from the L1 cache with E status. It does not affect the L1
cache state.

ACP write — | (invalid) Data is written to external memory through one of two AXI master
interfaces. It does not affect the CPU L1 cache state.
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Table 3-7: ACP Read and Write Behavior (Cont’d)

Action Description

ACP write — M (modified) | Data in L1 cache with M status is flushed out to external memory first.
After that, ACP data is written into external memory interface. L1 cache
previously with M status is changed to | status. If the SCU overwrites the
entire cache line, L1 cache flush is skipped.

ACP write — S (shared) Data is written to external memory through one of two AXI master
interfaces. L1 cache previously with S status is changed to | state

ACP write — E (exclusive) Data is written to external memory through one of two AXI master
interfaces. Any L1 cache previously with S status is changed to | status.

ACP Limitations

The accelerator coherency port (ACP) has these limitations:

» Exclusive accesses are not allowed for coherent memory.
* Locked accesses are not allowed for coherent memory.

+ Optimized coherent read and write transfers when byte strobes are not all set. More specifically,
write transactions with AWLEN = 3, AWSIZE = 3, and WSTRB not equal to 11111111 are not
supported and can cause the L1 cache line in the CPUs to be corrupted. Potential user
workarounds include:

o Perform smaller, non-optimized, and coherent accesses.
o Perform a read/modify/write sequence where the write has all byte strobes set.

- Align user software data structures to avoid needing to deassert any write strobes,
overwriting the bytes instead.

« Continuous access to the OCM over the ACP can starve accesses from other AXl masters. To
allow access from other masters, the ACP bandwidth to OCM should be moderated to less than
the peak OCM bandwidth. This can be accomplished by regulating burst sizes to less than eight
64-bit words.

« Blocks, such as PCle, which prioritize write requests over read requests should not be connected
to the ACP port, as they might create deadlock. Connecting these devices to the other the GP
and HP AXI ports does not manifest the mentioned deadlock issue.

Note: The Xilinx HDL wrapper around the PS7 primitive provides a function to flag the third
limitation (cache lines being corrupted). If enabled, the Xilinx ACP adapter watches for transactions
that could potentially corrupt the cache and generate an error response to the master that is
requesting the write request. The write transaction is allowed to proceed to the ACP interface, so the
possibility of cache corruption is NOT eliminated. The master is notified of the possible issue to take
the appropriate action. The ACP adapter can also generate an interrupt signal to the CPUs, which can
be used by the software to detect such a situation.

Event Interface

The event bus provides a low-latency and direct mechanism to transfer status and implement a wake
mechanism between the APU and the PL. The event input and output signals on this interface use
toggle signaling in which an event is communicated by toggling the signal to the opposite logic level
on both edges. The event bus includes these signals:
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EVENTEVENTO A toggle output signal indicating that either CPU is executing the SEV
instruction. SEV (Send Event) causes an event to be signaled to all
CPUs within a multi-processor system.

EVENTEVENTI A toggle input signal that wakes up either one or both CPUs if they
are in a standby state initiated by the WFE instruction.

EVENTSTANDBYWFE[1:0] Two-level output signals indicating the state of the two CPUs. A bit is
asserted if the corresponding CPU is in standby state following the
execution of the WFE (wait for event) instruction. If the event register
is currently set, WFE clears it and returns immediately. If the event
register is not set, the processor suspends execution until an event is
signaled by another processor using Send Event.

EVENTSTANDBYWFI[1:0] Two-level output signals indicating the state of the two CPUs. A bit is
asserted if the corresponding CPU is in standby state following the
execution of the WFI (wait for interrupt) instruction.

The event bus can be used to implement PL-based accelerators. The event output can be used to
trigger an ACP accelerator to read from a predefined address. Further on in the process, the event
input can be used to communicate that the data has been written back over the ACP and is ready to
be consumed by a CPU. A detailed description of this example follows:

1. CPUO generates the data that is required by the accelerator in the L1/L2 cache. This data can
contain both commands and information to be processed.

2. CPUO issues an SEV (send event) instruction, causing EVENTEVENTO to toggle to the PL. The
signal is connected to an accelerator IP implemented in the PL.

3. CPUO next issues a WFE (wait For event) instruction, placing the CPU in a lower-power standby
state. This is reflected in the EVENTSTANDBYWFE[O] status output to the PL.

4. The accelerator notices the toggled EVENTEVENTO signal and realizes that CPUO is waiting. The
accelerator fetches data from a prearranged address and data format through the ACP interface
and begins processing.

5. After writing the result data back through the ACP, the accelerator asserts the EVENTEVENTI
input to indicate that processing is complete and wakes up CPUO.

6. CPUO wakes from its standby state, which is reflected in the EVENTSTANDBYWFE[O] output, and
CPUO continues execution using the processed data.

3.5.2 Interrupt Interface

The PS general interrupt controller (GIC) supports 64 interrupt input lines that are driven from other
blocks within the PS or the PL. Six of the 64 interrupt inputs are driven from within the APU. These
include the L1 parity fail, L2 interrupt (all reasons), and PMU (performance monitor unit) interrupt.
The interrupt output of the GIC drives either the IRQ or FIQ inputs of each of the Cortex-A9
processors. The selection as to which processor is interrupted is accomplished through an SCU
register within the APU. Table 3-8 defines the interrupts specific to the APU.
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Table 3-8: APU Interrupts

Interrupt Description
32 Any of the L1 instruction cache, L1 data cache, TLB, GHB, and BTAC parity errors from CPU 0
33 Any of the L1 instruction cache, L1 data cache, TLB, GHB, and BTAC parity errors from CPU 1
34 Any errors, including parity errors, from the L2 controller
92 Any of the parity errors from SCU generate a third interrupt
37 Performance monitor unit (PMU) of CPUO
38 Performance monitor unit (PMU) of CPU1

3.6 Support for TrustZone

TrustZone is hardware that is built into all Zyng-7000 SoC devices. For more information, see
Programming ARM TrustZone Architecture on the Xilinx Zynqg-7000 SoC (UG1019).

3.7 Application Processing Unit (APU) Reset

3.7.1 Reset Functionality

The APU supports several reset modes that enable you to reset different parts of the block
independently. Applicable resets and their functions are as follows:

The APU supports different reset modes that enable the user to reset different parts of the block
independently. Applicable resets and their functions are as follows:

Power-on Reset The power-on reset or cold reset is applied when the power is first
applied to the system or through the PS_POR_B device pin. In this
reset mode, both CPUs, the NEON coprocessors, and the debug logic
is reset.

System Reset A system reset initializes the Cortex-A9 processor and the NEON
coprocessors, apart from the debug logic. Break points and watch
points are retained during this reset. This reset is applied through the
PS_SRST_B device pin.

Software Reset A software or warm reset initializes the Cortex-A9 processor and the
NEON coprocessors, apart from the debug logic. Break points and
watch points are retained during this reset. Processor reset is
typically used for resetting a system that has been operating for
some time. This reset is applied through the
A9_CPU_RST_CTRL.A9_RSTx register.
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System Debug Reset This reset is similar to the software reset; however, it is triggered
through the JTAG interface.

Debug Reset This reset initializes the debug logic in a Cortex-A9 processor,
including break point and watch point values. It is triggered through
the JTAG interface.

Note: The APU in Zyng-7000 SoC devices does not support an independent reset for the NEON
COprocessors.

Note: Unlike the POR or system resets, when the user applies a software reset to a single processor,
the user must stop the associated clock, de-assert the reset, and then restart the clock. During a
system or POR reset, hardware automatically takes care of this. Therefore, a CPU cannot run the code
that applies the software reset to itself. This reset needs to be applied by the other CPU or through
JTAG or PL. Assuming the user wants to reset CPUO, the user must to set the following fields in the
slcr.A9_CPU_RST_CTRL (address 0x000244) register in the order listed:

1. A9_RSTO = 1 to assert reset to CPUO

2. A9_CLKSTOPO = 1 to stop clock to CPUO
3. A9_RSTO = 0 to release reset to CPUO

4. A9_CLKSTOPO = 0 to restart clock to CPUO

3.7.2 APU State After Reset

Table 3-9 summarizes the state of the APU after the reset. For a CPU, including its L1 caches and
MMU, this reset is a CPU reset that can be triggered through all resets. The reset to the SCU and the
L2 cache can occur as a result of a system software reset, external system reset, debug system reset,
and watchdog timer resets.

Table 3-9: APU State after Reset

Function State after Reset
CPU1 Kept in a WFE state while executing code located at address OXFFFFFEQO to
OxFFFFFFFO
L1 Caches Disabled
Validation | Unknown (requires invalidation prior to usage)
MMUs Disabled
SCU Disabled

Address Filtering | Upper and lower 1M addresses within the 4G address space are mapped to OCM and the
rest of the addresses are routed to the L2
L2 Cache Disabled

L2 wait states | Tag RAM and Data RAM wait states are both 7-7-7 for setup latency, write access latency,
and read access latency

Validation | Unknown (requires invalidation prior to usage)
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3.8 Power Considerations

The system-level power consideration are described in Chapter 24, Power Management. System
Modules, page 681 includes additional information on the APU.

3.8.1 Introduction

The APU incorporates many features to improve its dynamic power efficiency:

e Either of the CPUs can be put in the standby mode and started up when a event or interrupt is
detected.

« The L2 cache can be put in the standby mode when the CPUs are in that mode.

« Clock gating is extensively used in all the sub-blocks within the module. Dynamic clock gating in
the Cortex-A9 can be enabled in the CP15 power control register. If enabled, the clocks to the
CPU internal blocks are dynamically disabled in idle periods. The gated blocks include the
integer core, the system control block, and the data engine.

« Accurate branch and return prediction reduces the number of incorrect instruction fetch and
decode operations.

« Physically addressed caches reduce the number of cache flushes and refills, saving energy in the
system.

« The CPUs implement micro TLBs for local address translation which reduces the power
consumed in translation and protection look-ups.

« The tag RAMs and data RAMs are accessed sequentially to eliminate accesses to the unwanted
data RAMs, and thus minimize unnecessary power consumption.

« To reduce power consumption in the L1 caches, the number of full cache reads is reduced by
taking advantage of the sequential nature of memory accesses. If a cache read is sequential to
the previous cache read, and the address is within the same cache line, only the data RAM set
that was previously read is accessed.

« If an instruction loop fits in four BTAC entries, then instruction cache accesses are turned off to
lower power consumption.

« The clock to the NEON engine is dynamically controlled by the CPU and the engine gets clocked
only when a NEON instruction is issued.

Note: Power to the APU or any of its sub-blocks cannot be turned off while the PS is powered on.

3.8.2 Standby Mode

In the standby mode of operation, the device is still powered-up, but most of its clocks are gated off.
This means that the processor is in a static state and the only power drawn is due to leakage currents
and the clocking of the small amount of logic which looks out for the wake-up condition.

This mode is entered using either the WFI (wait for interrupt) or WFE (wait for event) instructions. It
is recommended that a DSB memory barrier be used before WFI or WFE, to ensure that pending
memory transactions complete.
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The processor stops execution until a wake-up event is detected. The wake-up condition is
dependent on the entry instruction. For WFI, an interrupt or external debug request wakes the
processor. For WFE, several specified events exist, including another processor in an MP system
executing the SEV instruction. A request from the SCU can also wake up the clock for a cache
coherency operation in an MP system. This means that the cache of a processor which is in standby
state continues to be coherent with caches of other processors. A processor reset always forces the
processor to exit from the standby condition.

The standby mode in the SCU is enabled by setting the corresponding bit in the
mpcore.SCU_CONTROL_REGISTER. When this feature is enabled, the SCU stops its internal clocks
when the following conditions are met:

« CPUs are in WFI mode
« No pending requests on the ACP

« No remaining activity in the SCU
The SCU resumes normal operation when a CPU leaves WFI mode or a request on the ACP occurs.

The standby mode of the L2 cache controller can be enabled by setting bit 0 of the L2 controller
power control register (12cpl310.reg15_power_ctrl). This mode is used in conjunction with the wait
state (WFI/WFE) of the processor that drives the controller. Before entering the wait state, the
Cortex-A9 processor must set its status field in the CPU power status register of the SCU to signal its
entering standby mode. The Cortex-A9 processor then executes a WFI or WFE entry instruction. The
SCU CPU power status register bits can also be read by a Cortex-A9 processor exiting low-power
mode to determine its state before executing its reset setup.

If the MP system is in the standby mode, the SCU signals to the L2 cache controller to gate its clock
and the controller honors that when the L2 becomes idle. Any transaction from the SCU to the L2
restarts the clock and triggers a response with 2-3 clock cycles of delay.

3.8.3 Dynamic Clock Gating in the L2 Controller

Bit 1 of the L2 Controller Power Control register enables the dynamic clock gating feature within the
controller. If this feature is enabled, the cache controller stops its clock when it is idle for 32 clock
cycles. The controller stops the clock until there is a transaction on its slave interface from the SCU.
If this interface detects a transaction, it restarts its clock and accepts the new transaction with two to
three cycles of delay.

3.9 CPU Initialization Sequence

Typically, these are the following steps to initialize CPU:

1. Set the vector base address register.
2. Invalidate L1 caches, TLB, branch predictor array (refer to Initialization of L1 Caches).

3. Invalidate L2 cache.
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4. Prepare page tables and load into physical memory. (For more information on page tables, refer
to Translation Table Base Register 0 and 1.)

5. Setup the stack.

6. Load the page table base address into the translation table base register (refer to Translation
Table Base Register 0 and 1).

7. Set the MMU enable bit of the system control register.

8. Initialize and enable L2 cache (refer to L2-Cache, section 3.4.10 Programming Model).

9. Enable L1 caches by writing to the system control register.

10. Jump to entry of application.

3.10 Implementation-Defined Configurations

The Zynq-7000 SoC APU has implemented some configurations which determine the reset values of
some CP15 register fields. Table 3-10 shows these configuration signals and the reset values of the
corresponding register fields.

Table 3-10: Implementation Configuration Signals and Register Fields

Configuration Signal Register Fields Bits Reset Value
MAXCLKLATENCY c15.Power control register [10:8] b111
CFGEND c1.SCTLR.EE [25] b0
CFGNMFI c1.SCTLR.NMFI [27] bl
TEINIT c1.SCTLR.TE [30] b0
VINITHI c1.SCTLR.V [13] b0
CLUSTERID c0.MPIDR.ClustrelD [11:8] b0000
(none) c0.REVIDR [31:0] 0x0
(none) c0.AIDR (Auxiliary ID register) [31:0] 0x0
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Chapter 4

4.1 Address Map

The comprehensive system level address map is shown in Table 4-1. The shaded entries indicate that
the address range is reserved and should not be accessed. Table 4-2 identifies reserved address

ranges.
Table 4-1: System-Level Address Map
CPUs and Other Bus
Address Range ACP AXI_HP Masters(1) Notes
OCM ocM OCM Address not filtered by SCU and OCM is
mapped low
DDR ocM OCM Address filtered by SCU and OCM is
mapped low
0000_0000 to 0003_FFFF (@)
Address filtered by SCU and OCM is not
DDR
mapped low
Address not filtered by SCU and OCM is
not mapped low
DDR Address filtered by SCU
0004_0000 to 0007_FFFF
Address not filtered by SCU
DDR DDR DDR Address filtered by SCU
0008_0000 to 000F_FFFF
DDR DDR Address not filtered by SCU®)
0010_0000 to 3FFF_FFFF DDR DDR DDR Accessible to all interconnect masters
General Purpose Port #0 to the PL,
4000_0000 to 7FFF_FFFF PL PL MLAXI GPO
General Purpose Port #1 to the PL,
8000_0000 to BFFF_FFFF PL PL M_AXI_GP1
EO00_0000 to EO2F_FFFF IOP IOP I/O Peripheral registers, see Table 4-6
E100_0000 to ESFF_FFFF SMC SMC SMC Memories, see Table 4-5
F800_0000 to F800_OBFF SLCR SLCR SLCR registers, see Table 4-3
F800_1000 to F880_FFFF PS PS PS System registers, see Table 4-7
F890_0000 to F8FO_2FFF CPU CPU Private registers, see Table 4-4
FCO0_0000 to FDFF_FFFF@® | Quad-SPI Quad-SPI | Quad-SPI linear address for linear mode
o]@\Y/ OoCM OoCcM OCM is mapped high

FFFC_0000 to FFFF_FFFF(©)

OCM is not mapped high
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Notes:

1.

The other bus masters include the S_AXI_GP interfaces, Device configuration interface (DevC), DAP controller, DMA
controller and the various controllers with local DMA units (Ethernet, USB and SDIO).

2. The OCM is divided into four 64 KB sections. Each section is mapped independently to either the low or high

addresses ranges, but not both at the same time. In addition, the SCU can filter addresses destined for the OCM
low address range to the DDR DRAM controller instead. A detailed discussion of the OCM is explained in
Chapter 29, On-Chip Memory (OCM).

3. For each 64 KB section mapped to the high OCM address range via slcr OCM_CFG[RAM_HI] which is not also part

of the SCU address filtering range will be aliased for CPU and ACP masters at a range of (0x000C_0000 to
0x000F_FFFF). See Chapter 29, On-Chip Memory (OCM) for more information.

4. When a single device is used, it must be connected to QSPI 0. In this case, the address map starts at FCOO_0000

and goes to a maximum of FCFF_FFFF (16 MBs). When two devices are used, both devices must be the same
capacity. The address map for two devices depends on the size of the devices and their connection configuration.
For the shared 4-bit stacked 1/0 bus, the QSPI 0 device starts at FCO0_0000 and goes to a maximum of
FCFF_FFFF (16 MBs). The QSPI 1 device starts at FDOO_0000 and goes to a maximum of FDFF_FFFF (another
16 MBs). If the first device is less than 16 MBs in size, then there will be a memory space hole between the two
devices. For the 8-bit dual parallel mode (8-bit bus), the memory map is continuous from FCO0_0000 to a
maximum of FDFF_FFFF (32 MBs).

Table 4-2: System-Level Address Map (Reserved Addresses)

Address Range CPngnd AXI_HP l\olltahsi;rBsﬂS) Notes
C000_0000 to DFFF_FFFF Reserved
E030_0000 to EOFF_FFFF Reserved
E600_0000 to F7FF_FFFF Reserved
F800_0CO00 to F80O0_OFFF Reserved
F881_0000 to F889_O0OFFF Reserved
F8F0_3000 to FBFF_FFFF Reserved
FEOO_0000 to FFFB_FFFF Reserved
0xF889_EO00 to OxF88F_FFFF Reserved

PL AXI Interface Note

There are two general purpose interconnect ports that go to the PL, M_AXI_GP{1,0}. Each port is

a
S

ddressable by masters in the PS and each port occupies 1 GB of system address space in the ranges
pecified in Table 4-1. The M_AXI_GP addresses are directly from the PS; they are not remapped on

their way to the PL. The addresses outside of these ranges are not presented to the PL.

Execute-In-Place Capable Devices

The following devices are execute-in-place capable:

DDR

OCM

SMC SRAM/NOR

Quad-SPI (linear addressing mode)

M_AXI_GP{1, 0} (PL block RAM or external memory with a suitable PL slave controller)

Zynq-7000 SoC Technical Reference Manual www.xilinx.com I Send Feedback I 113

UG585 (v1.12.2) July 1, 2018


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=113

& XILINX.

Chapter4:

4.2 System Bus Masters

The CPUs and AXI_ACP see the same memory map, except the CPUs have a private bus to access their
private timer, interrupt controller, and shared L2 cache / SCU registers. The AXI_HP interfaces provide

high bandwidth to the DDR DRAM and OCM memory. The other system bus masters include:

« DMA controller, see Chapter 9, DMA Controller

- Device configuration interface (DevC), see Chapter 6, Boot and Configuration

« Debug access port (DAP), see Chapter 28, System Test and Debug

« PL bus master controllers attached to AXI general purpose ports (S_AXI_GP[1:0]), see Chapter 5,

Interconnect and Chapter 21, Programmable Logic Description

« AHB bus master ports with local DMA units (Ethernet, USB, and SDIO)

4.3

Zynq-7000 SoC Technical Reference Manual

SLCR Registers

The System-Level Control registers (SLCR) consist of various registers that are used to control the PS
behavior. These registers are accessible via the central interconnect using load and store instructions.
The detailed descriptions for each register can be found in Appendix B, Register Details. A summary

of the SLCR registers with their base addresses is shown in Table 4-3.

Table 4-3: SLCR Register Map
RegAi(sjtdert;E:se Description Reference
F800_0000 | SLCR write protection lock and security
F800_0100 | Clock control and status See Chapter 25, Clocks
F800_0200 | Reset control and status See Chapter 26, Reset System
F800_0300 | APU control See Chapter 3, Application Processing Unit
F800_0400 | TrustZone control hrchitecture on the Xl Zyng. 7000 Sot.
F800_0500 | CoreSight SoC debug control See Chapter 28, System Test and Debug
F800_0600 | DDR DRAM controller See Chapter 10, DDR Memory Controller
F800_0700 | MIO pin configuration See Chapter 2, Signals, Interfaces, and Pins
F800_0800 MIO parallel access See Chapter 2, Signals, Interfaces, and Pins
F800_0900 | Miscellaneous control See Chapter 29, On-Chip Memory (OCM)
F800_0A00 | On-chip memory (OCM) control See Chapter 29, On-Chip Memory (OCM)
F800_0BO0O l/0 buffers for MIO pins (GPIOB) and See Chapter 2, Signals, Interfaces, and Pins

DDR pins (DDRIOB)

UG585 (v1.12.2) July 1, 2018

www.Xilinx.com

SystemAddresses

l Send Feedback I 114


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=114

i: X”.'NX Chapterd: SystemAddresses

4.4 CPU Private Bus Registers

The registers shown in Table 4-4 are only accessible by the CPU on the CPU private bus. The
accelerator coherency port (ACP) cannot access any of the private CPU registers. The private CPU
registers are used to control subsystems in the APU.

Table 4-4: CPU Private Register Map

Register Base Address Description

Top-level interconnect configuration and Global
Programmers View (GPV)

F8F0_0000 to F8FO_OOFC SCU control and status
F8F0_0100 to F8FO_O01FF Interrupt controller CPU
F8F0_0200 to FBFO_02FF Global timer

F890_0000 to F89F_FFFF

F8F0_0600 to FBFO_06FF Private timers and private watchdog timers
F8F0O_1000 to F8FO_1FFF Interrupt controller distributor
F8F0_2000 to F8FO_2FFF L2-cache controller

4.5 SMC Memory

The SMC memories are accessed via a 32-bit AHB bus (see Table 4-5). The SMC control registers are
listed in Table 4-6. Refer to Chapter 11, Static Memory Controller for information on the functionality
of the NAND and SRAM/NOR controllers.

Table 4-5: SMC Memory Address Map

Register Base Address Description
E100_0000 SMC NAND Memory address range
E200_0000 SMC SRAM/NOR CS 0 Memory address range
E400_0000 SMC SRAM/NOR CS 1 Memory address range

72007s and 7z010 Device Notice

The 7z010 dual core and 7z007s single core devices have CLG225 packages with a limited number of
pins. For SMC, only an 8-bit NAND interface is supported. These devices do not support the
NOR/SRAM interface or a 16-bit NAND interface.
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4.6 PS1/0 Peripherals

The 1/O Peripheral registers are accessed via a 32-bit APB bus, shown in Table 4-6.

Table 4-6: 1/0 Peripheral Register Map
Register Base Address Description

E000_0000, EO00_1000 UART Controllers 0, 1
EO00_2000, EOO00_3000 USB Controllers 0, 1
E000_4000, EO00_5000 I12C Controllers 0, 1
E000_6000, EO00_7000 SPI Controllers 0, 1
EO00_8000, EO00_9000 CAN Controllers 0, 1
EO00_A000 GPIO Controller
E000_B000O, EO000_C000 Ethernet Controllers 0, 1
E000_DO0O Quad-SPI Controller
EO00_EO000 Static Memory Controller (SMC)
E010_0000, EO010_1000 SDIO Controllers 0, 1

4.7

Miscellaneous PS Registers

The PS system registers are accessed via a 32-bit AHB bus (see Table 4-7).

Table 4-7: PS System Register Map

Register Base Address Description (Acronym) RegLstter
F800_1000, F800_2000 | Triple timer counter 0, 1 (TTC O, TTC 1) ttc.
F800_3000 DMAC when secure (DMAC S) dmac.
F800_4000 DMAC when non-secure (DMAC NS) dmac.
F800_5000 System watchdog timer (SWDT) swdt.
F800_6000 DDR memory controller ddrc.
F800_7000 Device configuration interface (DevC) devcfg.
F800_8000 AXI_HP 0 high performance AXI interface w/ FIFO afi.
F800_9000 AXI_HP 1 high performance AXI interface w/ FIFO afi.
F800_A000 AXI_HP 2 high performance AXI interface w/ FIFO afi.
F800_B000 AXI_HP 3 high performance AXI interface w/ FIFO afi.
F800_C000 On-chip memory (OCM) ocm
F800_D000 eFuse(? -
F800_F000 Reserved Reserved
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Table 4-7: PS System Register Map (Cont’d)

Chapterd4: SystemAddresses

Register Base Address Description (Acronym) Reg:estter
F880_0000 CoreSight debug control cti.
Notes:

1. One-time programmable non-volatile memory used to support RSA authentication of the FSBL.
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Interconnect

5.1 Introduction

The interconnect located within the PS comprises multiple switches to connect system resources
using AXI point-to-point channels for communicating addresses, data, and response transactions
between master and slave clients. This ARM AMBA 3.0 interconnect implements a full array of the
interconnect communications capabilities and overlays for QoS, debug, and test monitoring. The
interconnect manages multiple outstanding transactions and is architected for low-latency paths for
the ARM CPUs and, for the PL master controllers, a high-throughput and cache coherent datapaths.

5.1.1 Features

The interconnect is the primary mechanism for data communications. The following summarizes the
interconnect features:
« The interconnect is based on AXI high performance datapath switches:
o Snoop control unit
o L2 cache controller
« Interconnect switches based on ARM NIC-301
»  Central interconnect
o Master interconnect for slave peripherals
o Slave interconnect for master peripherals
- Memory interconnect
. OCM interconnect
- AHB and APB bridges
e PS-PL Interfaces

o AXI_ACP, one cache-coherent slave port in the PL connected to the PS APU coherency slave
port.

o AXI_HP, four high performance, high bandwidth slave port in the PL that becomes a master
port on the PS AXI interconnect.

o AXI_GP, four general purpose ports (two master ports and two slave ports)
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5.1.2 Block Diagram

This section discusses the block diagram for all the interconnect, including the interconnect masters,
the snoop control unit, central interconnect, master interconnect, slave interconnect, memory
interconnect, and OCM interconnect. Figure 5-1 shows the block diagram for the interconnect.

Interconnect Masters

The interconnect masters are shown at the top of Figure 5-1, and include:

e CPUs and accelerator coherency port (ACP)

« High performance PL interfaces, AXI_HP{3:0}

« General purpose PL interfaces, AXI_GP{1:0}

« DMA controller

«  AHB masters (I/O peripherals with local DMA units)

« Device configuration (DevC) and debug access port (DAP)

Snoop Control Unit (SCU)
The functionality of the snoop control unit is described in Chapter 3, Application Processing Unit.

The address filtering feature of the SCU makes the SCU function like a switch from the perspective of
the traffic from its AXI slave ports to its AXI master ports.

Central Interconnect

The central interconnect is the core of the ARM NIC301-based interconnect switches.

Master Interconnect

The master interconnect switches the low-to-medium speed traffic from the central interconnect to
M_AXI_GP ports, I/O peripherals (IOP) and other blocks.

Slave Interconnect

The slave interconnect switches the low-to-medium speed traffic from S_AXI_GP ports, DevC and
DAP to the central interconnect.

Memory Interconnect

The memory interconnect switches the high speed traffic from the AXI_HP ports to DDR DRAM and
on-chip RAM (through another interconnect).

OCM Interconnect

The OCM interconnect switches the high speed traffic from the central interconnect and the memory
interconnect.
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Synchronous CPU clock domain
is asynchronous to all else.

Each of the eight
AXl interfaces are
asynchronous to

Asynchronous to
all else.
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Figure 5-1: Interconnect Block Diagram
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L2 Cache Controller

The functionality of the L2 cache controller is described in Chapter 3, Application Processing Unit.
The address filtering feature of the L2 cache controller makes the L2 cache controller function like a
switch from the perspective of the traffic from its AXI slave ports to its AXl master ports.

Interconnect Slaves

The interconnect slaves are shown toward the bottom of Figure 5-1. The Interconnect slaves include:

« On-chip RAM (OCM)

« DDR DRAM

« General purpose PL interfaces, M_AXI_GP{1:0}

+ AHB slaves (IOP with local DMA units)

» APB slaves (programmable registers in various blocks)

* GPV (programmable registers of the interconnect, not shown in Figure 5-1)

5.1.3 Datapaths

Table 5-1 lists the major datapaths used by the PS interconnect.

Table 5-1: Interconnect Datapaths

Sync R/W
N Clock Clock Data Advanced
Source Destination | Type at source at destination or (1) width Requ§§t QoS
Async Capability
CPU SCU AXI CPU_6x4x CPU_6x4x Sync 64 7,12 -
AXI_ACP SCU AXI SAXIACPACLK CPU_6x4x Async 64 7,3 -
AXI_HP FIFO AXI SAXIHPnACLK DDR_2x Async 32/64 ;513_;8) -
s AxiGgp | Master AXI | SAXIGPnACLK CPU_2x Async 32 8 8 -
Interconnect
Master
DevC . AXI CPU_1x CPU_2x Sync 32 8,4 -
Interconnect
DAP _ Master AHB CPU_1x CPU_2x Sync 32 1,1 -
interconnect
AHB masters | . Central AXI CPU_1x CPU_2x Sync 32 8,8 X
Interconnect
DMA _ Central AXI CPU_2x CPU_2x Sync 64 8,8 X
controller interconnect
_ Master _ Central AXI CPU_2x CPU_2x Sync 64 - -
interconnect | interconnect
FIFO _ Memory AXI DDR_2x DDR_2x Sync 64 8 8 -
Interconnect
SCU L2 Cache AXI CPU_6X4x CPU_6x4x Sync 64 8, 3 -
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Table 5-1: Interconnect Datapaths (Cont’d)
sowce  pestinaion | TypeJock | Sock %G | Dota | paguen Adwenced
Async(1) Capability
_ Memory 1 OCM AXI DDR_2x CPU_2x Async 64 - -
Interconnect | interconnect
_ Central | OCM AXI CPU_2x CPU_2x Sync 64 - -
Interconnect | interconnect
12 Cache | . >lave AXI CPU_6x4x CPU_2x Sync 64 8,8 -
interconnect
_ Central _ Slave AXI CPU_2x CPU_2x Sync 64 - -
interconnect | interconnect
On-chip
SCU RAM AXI CPU_6x4x CPU_2x Sync 64 4,4 -
OoCM On-chip
interconnect RAM AXI CPU_2x CPU_2x Sync 64 4,4 -
_ Slave APB slaves | APB CPU_2x CPU_1x Sync 32 1,1 -
interconnect
_ Slave AHB slaves | AXI CPU_2x CPU_1x Sync 32 4,4 -
Interconnect
Slave
. AXI_GP AXI CPU_2x MAXIGPnACLK Async 32 8, 8 -
interconnect
DDR
L2 cache AXI CPU_6x4x DDR_3x Async 64 8,8 X
controller
_ Central DDR AXI CPU_2x DDR_3x Async 64 8,8 -
interconnect controller
_ Memory DDR AXI DDR_2x DDR_3x Async 64 8 8 -
interconnect controller
Slave .
(3) - - _ -
interconnect GPV CPU_2x (multiple)
Notes:

1.
2.
3.

GPV, ensure that all clocks are on.

Each asynchronous path includes an asynchronous bridge for clock domain crossing.
Burst-length dependent (see AXI_HP Interfaces).
The path from the slave interconnect to GPV is an internal path within the entire interconnect structure. When accessing

5.1.4 Clock Domains
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The interconnect, masters, and slaves use the clocks shown inTable 5-2.:

Table 5-2: Clocks used by Interconnect, Masters, and Slaves
CPU_6x4x: CPUs, SCU, L2 Cache controller, On-Chip RAM
CPU _2x Central interconnect, master interconnect, slave interconnect, OCM interconnect
CPU_1x AHB masters, AHB slaves, APB slaves, DevC, DAP
DDR_3x DDR Memory Controller
DDR_2x Memory interconnect, FIFOs
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Table 5-2: Clocks used by Interconnect, Masters, and Slaves (Cont’d)

CPU_6x4x: CPUs, SCU, L2 Cache controller, On-Chip RAM
SAXIACPACLK AXI_ACP slave port
SAXIHPOACLK AXI_HPO slave port
SAXIHPTACLK AXI_HP1 slave port
SAXIHP2ACLK AXI_HP2 slave port
SAXIHP3ACLK AXI_HP3 slave port
SAXIGPOACLK AXI_GPO slave port
SAXIGPTACLK AXI_GP1 slave port
MAXIGPOACLK AXI_GPO master port
MAXIGP1ACLK AXI_GP1 master port

Except for CPU_6X4X, CPU_2X, and CPU_1X, which are synchronous clocks with a ratio of 6:2:1 or
4:2:1, all clocks in Table 5-2 are asynchronous to one another, as shown in Figure 5-2.
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Figure 5-2: Interconnect Clock Domains

| Send Feedback l 124


http://www.xilinx.com
https://www.xilinx.com/about/feedback.html?docType=User_Guides&docId=UG585&Title=Zynq-7000%20SoC&releaseVersion=1.12.2&docPage=124

i: X”.'NX Chapter 5: Interconnect

5.1.5 Connectivity

The interconnect is not a full cross-bar structure. Table 5-3 shows which master can access which
slave.

Table 5-3: Master - Slave Access

% On-chip | DDR DDR DDR DDR M_AXI AHB APB 6PV
Master [ RAM Port 0 Port 1 Port 2 Port 3 _GP Slaves Slaves
CPUs X X X X X X
AXI_ACP X X X X X X
AXI_HP{0,1} X X
AXI_HP{2,3} X X
S_AXI_GP{0,1} X X X X X
DMA Controller X X X X X
AHB Masters X X X X X
DevC, DAP X X X X X

5.1.6 AXIID

The interconnect uses 13-bit AXI IDs, consisting of (from MSB to LSB):

« Three bits that identify the interconnect (central, master, slave, etc.)

« Eight bits supplied by the master; width is determined by the largest AXI ID width among all
masters

« Two bits that identify the slave interface of the identified interconnect

Table 5-4 lists all possible AXI ID values that a slave can observe.

Table 5-4: Slave Visible AXI ID Values

Master Master ID Width AXI ID (as seen by the slaves)
AXI_HPO 6 13" b00000Xxxxxx00
AXI_HP1 6 13’ bOO00OXxxxxx01
AXI_HP2 6 13" b00000Xxxxxx10
AXI_HP3 6 13’ b0000OXxxxxxx11
DMAC controller 4 13’ b0010000xxxx00
AHB masters 3 13’ b00100000xxx01
DevC 0 13’ b0100000000000
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Table 5-4: Slave Visible AXI ID Values (Cont’d)

Chapter 5: Interconnect

Master Master ID Width AXI ID (as seen by the slaves)

DAP 0 13’ b0100000000001

S_AXI_GPO 6 13’ b01000Xxxxxxx10

S_AXI_GP1 6 13" b01000xxxxxx11l
CPUs, AXI_ACP )

through L2 M1 port 8 13" b011xxxxxxxx00
CPUs, AXI_ACP ,

through L2 MO port 8 13" b100xxxxxxxx00

Notes:

1. x, which can be either 0 or 1, originates from the requesting master.

5.1.7 Read/Write Request Capability

The R/W Request Capability shown in Figure 5-1 and in Table 5-1 describes the maximum number of
requests that the master of a datapath can issue. This does not mean the master can always issue the
maximum number of requests under all circumstances or scenarios. There are conditions where other
limiting factors can be active to reduce the number of requests.

One particular example is the extended write rule in the deadlock avoidance scheme, which ensures
the network only issues a write transaction (on the AW channel) if all the outstanding write
transactions have had the last write data beat transmitted (on the W channel). Under this rule, if the
number of write data beats is large, preventing a second write request from being issued in a certain
spot in the network, because the network must wait until the last beat of write data of the first write
is transmitted, then only a single write request can be issued by a master.

5.1.8 Register Overview

Table 5-5 provides an overview of the GPV registers.

Table 5-5: GPV Register Overview

Function

Name

Overview

TrustZone

security_gp0_axi
security_gp1_axi

Control boot secure settings for the slave ports
of the slave interconnect.

Advanced QoS

gos_cntl,

max_ot, max_comb_ot,
aw_p, aw_b, aw_r,
ar_p, ar_b, ar_r

Control advanced QoS features, maximum
number of outstanding transactions, AW and AR
channel peak rates, burstiness, average rates.
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5.2 Quality of Service (QoS)

5.2.1 Basic Arbitration

Each interconnect (central, master, slave, memory) uses a two-level arbitration scheme to resolve
contention. The first-level arbitration is based on the priority indicated by the AXI QoS signals from
the master or programmable registers. The highest QoS value has the highest priority. The
second-level arbitration is based on a least recently granted (LRG) scheme and is used when multiple
requests are pending with the same QoS signal value. Information on OCM arbitration can be found
in Chapter 10, DDR Memory Controller.

5.2.2 Advanced QoS

In addition to the basic arbitration, the interconnect provides an advanced QoS control mechanism.
This programmable mechanism influences interconnect arbitration for requests from these masters:
« CPUs and ACP requests to DDR (through L2 cache controller port M0)

« DMA controller requests to DDR and OCM (through the central interconnect)

«  AMBA master requests to DDR and OCM (through the central interconnect)

In the PS, advanced QoS modules exist on the following paths:

« Path from L2 cache to DDR
« Path from DMA controller to the central interconnect

« Path from AHB masters to the central interconnect

The QoS module is based on ARM QoS-301, which is an extension to the NIC-301 network
interconnect. They provide facilities to regulate transactions as follows:

« Maximum number of outstanding transactions

« Peak rates,

* Average rates

« Burstiness

For more information, refer to CoreLink QoS-301 Network Interconnect Advanced Quality of Service
Technical Reference Manual.

The use of QoS arbitration for all slave interfaces should be performed with careful deliberation, as
fixed priority arbitration leads to starvation issues if not used properly. By default, all ports have
equal priority so starvation is not an issue.

Rationale

You are expected to create “well behaved” masters in the PL, which sufficiently throttle their rate of
command issuance, or use the AXI_HP issuance capability settings. However, traffic from CPUs
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(through L2 cache), the DMA controller, and the IOP masters can interfere with traffic from the PL.
The QoS modules allow you to throttle these PS masters to ensure expected/consistent throughput
and latency for the user design in the PL or specific PS masters. This is especially useful for video,
which requires guaranteed maximum latency. By regulating the “irregular” masters such as
CPUs, the DMA controller, and IOP masters, it is possible to guarantee maximum latency for
PL-based video.

5.2.3 DDR Port Arbitration

The PS interconnect uses all four QoS signals except where it attaches to the DDR memory controller,
which takes only the most significant QoS signal. A 3-input mux selects among this QoS signal,
another signal from the SLCR.DDR_URGENT register, and a DDRARB signal directly from the PL to
determine if a request is urgent. Refer to Chapter 10, DDR Memory Controller for more details.

5.3 AXI_HP Interfaces

The four AXI_HP interfaces provide PL bus masters with high bandwidth datapaths to the DDR and
OCM memories. Each interface includes two FIFO buffers for read and write traffic. The PL to memory
interconnect routes the high-speed AXI_HP ports to two DDR memory ports or the OCM. The AXI_HP
interfaces are also referenced as AFl (AXI FIFO interface), to emphasize their buffering capabilities.
The PL level shifters must be enabled through LVL_SHFTR_EN before PL logic communication can
occur.

5.3.1 Features

The interfaces are designed to provide a high throughput datapath between PL masters and PS
memories, including the DDR and on-chip RAM. The main features include:
e 32- or 64-bit data wide master interfaces (independently programmed per port)

« Efficient dynamic upsizing to 64-bits for aligned transfers in 32-bit interface mode, controllable
through AxCACHE[1]

« Automatic expansion to 64-bits for unaligned 32-bit transfers in 32-bit interface mode
« Programmable release threshold of write commands
« Asynchronous clock frequency domain crossing for all AX| interfaces between the PL and PS

« Smoothing out of "long-latency” transfers using 1 KB (128 by 64 bit) data FIFOs for both reads
and writes

« QoS signaling available from PL ports

« Command and data FIFO fill-level counts available to the PL

« Standard AXI 3.0 interfaces supported

« Programmable command issuance to the interconnect, separately for read and write commands

« Large slave interface read acceptance capability in the range of 14 to 70 commands (burst
length dependent)
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« Large slave interface write acceptance capability in the range of 8 to 32 commands (burst length
dependent)

5.3.2 Block Diagram

Figure 5-3 shows the block diagram for the AXI_HP interfaces.

BA-Dit o o o e e e e e e e e e e e e e e e e e e e
PS AXI RdAddr RdData WrAddr WrData BResp
Channels === e e e e e e e e e e e e e e e e e e e e e e e e e e — = — -
J J J
APB I/F

I______"___________I r-r-r—-—-y—————""""——=———/779 -

I Read Channel ' | : Write Channel ‘ :

| A | | i |

| | | |

: I I I
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: Q FIFO | | Q FIFO Q |
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| | | |
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Figure 5-3: AXI_HP Block Diagram
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5.3.3 Functional Description

Chapter 5:

Interconnect

There are two sets of AXI ports, one set connecting directly to the PL and the other connecting to the
AXI interconnect matrix, allowing access to DDR and OCM memory (see Figure 5-4).

High Performance
AXI Controllers

(AXI_HP)

r—-——=—=—=—=—/1

FIFO

FIFO

FIFO

FIFO

.
|
|
|
|
|
|
|

-

Memory
Interconnect
Central
[ MO ][ M1] [ M2] Interconnect
SO S1
OCM Interconnect
M
SCU | L2-cache I
S1 SO
On-chip
RAM
83 || 82 S1 S0
DDR Memory Controller
UG585_c5_04_050212
Figure 5-4: High Performance (AXI_HP) Connectivity

5.3.4 Performance

See Chapter 22, Programmable Logic Design Guide for more information.
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5.3.5 Register Overview
A partial list of registers related to the high performance AXI port is listed in Table 5-6

Table 5-6: High Performance (AFI) AXI Register Overview

Module Register Name Overview
AFI_RDCHAN_CTRL Select 64- or 32-bit interface width mode.
AFI_WRCHAN_CTRL Various bandwidth management control settings.
AFI_.RDCHAN_ISSUINGCAP Maximum outstanding read/write commands
AFI_WRCHAN_ISSUINGCAP 9

AXI_HP
AFI_RDQOS Read/write register-based quality of service (QoS)
AFI_WRQOS priority value
AFI_RDDATAFIFO_LEVEL Read/write data FIFO register occupanc
AFI_WRDATAFIFO_LEVEL g pancy

Change arbitration priority of HP (and central
OoCM OCM_CONTROL interconnect) accesses at OCM with respect to SCU
writes.
axi_priority_rd_port2 Various priority settings for arbitration at DDR
axi_priority_wr_port2 controller for AXI_HP (AFI) ports 2 and 3
DDRC
axi_priority_rd_port3 Various priority settings for arbitration at DDR
axi_priority_wr_port3 controller for AXI_HP (AFI) ports 0 and 1
SLCR LVL_SHFTR_EN Level shlfters. Must be enabled before using any of the
PL AXI interfaces.

5.3.6 Bandwidth Management Features

For applications requiring multiple programmable logic masters on multiple high performance AXI
interface ports simultaneously, and in the presence of a medium or heavily loaded PS system, the
management of the bandwidth per programmable logic port or “thread” becomes more difficult.

For example, if real-time type traffic is required on one thread, possibly mixed with non real-time
traffic on other threads/ports, the standard AXI 3.0 bus protocol does not explicitly provide methods
to manage priority.

The high performance AXI interface 